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## 20. ABSTRACT (continued)

other concepts and techniques which play important roles ard whish are discussed in this part. The reader might consult a recent review pager 9 ] to put these in perspective including some concepts of potential future sionificance.

The second part, Formulas and Data, considers the information concerning the pieces of the system. The organization of this part is based on the system topology, specifically the hierarchical topology which divides the system into layers. Each layer is further divided into three ordered parts: coupling, propagation, and penetration. Within each category the various individual (or canonical) types of boundary-value problems are considered. As one might expect, the bulk of the material is contained in this section.

Having considered, first, the general concepts and techniques for EMP interaction and, second, the specific information concerning the pieces, we come to the third part, System Applications. This part attempts to illustrate the use of the previous parts in analyzing the EMP interaction witn complex systems. Hypothetical systen examples are chosen to illustrate the topological decomposition of the problem for selected signal paths, and the subsequent approximate calculation of the internal signals.

# EMP INTERACTION: <br> PRINCIPLES, TECHNIQUES AND REFERENCE DATA <br> (A COMPLEAT CONCATENATION OF TECHNOLOGY FROM THE EMP INTERACTION NOTES) 

K.S.H. LEE, Editor

## FORENORD

## A. Background

It has been some years now since the publication of something comparable to the present work concerning the interaction of the nuclear electromagnetic pulse (EMP) with complex systems. The most recent document of this kind is Electromagnetic Pulse Handbook for Missiles and Aircraft in Flight, EMP Interaction 1-1, September 1972; it was several years in the making, and the present document likewise was a lengthy undertaking.

Recent years have witnessed some considerable effort and associated advances in the state of the art of EMP interaction modeling. This development has been spurred by experimental observations of the EMP response characteristics of complex systems and by analytical and computational advances concerning the solution of appropriate types of electromagnetic boundary-value problems. Related to these advances, but extending beyond them in significance, are the fundamental insights which have been developed concerning the general properties of the EMP response of complex systems; these insights have led to ways of reducing somewhat the complexity of the interaction problem by decomposing it in certain "natural" ways into smaller subproblems and subresponses, each of these smaller entities being somewhat simpler than the total interaction problem and associated complex response.

There has also been a significant increase in the number of researchers, engineers and system designers involved in applying EMP interaction models developed mainly by theorists to military systems. These models are usually only applicable to highly idealized problems and/or may be described by very complicated mathematics not easily used to solve day-to-day practical problems. Consequently, a gap has appeared between the theoretical models and the practical applications. This document is meant to help bridge this gap.
B. Applicability

In organizing and compiling a work of this nature it is necessary to determine for whom this work is constructed and how such persons are to use it.

This $\therefore$ : : ment is intended to be used by engineers responsible for EMP hardening and testing of real military systems. Such is the fundamental purpose of all the EMP interaction research: to develop better information and techniques for ultimate use in making better (EMP hard) systems.

The rationale for studying the problem of EMP interaction with a system is to try to understand and quantify the characteristics of the penetrating EMP at the subsystem levels. This information when coupled with test data results in an insight into how much the EMP energy may have to be reduced so as to preclude functional upset or damage. The application of data, formulas, etc. from this document to a system can aid the analyst in making preliminary order-of-magnitude estimates of responses at a point in a sustem but does not in itself result in predictions for use in determining system hardening requirements. However, when used with high-quality data resulting from EMP testing a measure of the degree of hardening and hardening approaches necessary can be obtained. It is important to stress at this point that in designing and/or assessing the EMP hardness of a system high-quality sysremlevel test data are absolutely indispensable, which are not contained in this document. It is also important to point out that this volume does not address the reliability/confidence error intervals (which are usually quite large, for example, a factor of 20 for $90 / 90$ interval [1]) that one encounters in making an assessment of aircraft survivability to EMP. The error estimates presented in Chap. 1.6 and Sec. 3.2 .5 of Chap. 3.2 are those that arise from physical modeling, mathematical approximation and laboratory scale-mode1 measurements. They are generally small in comparison with the reliability/confidence error intervals.

The reader may ask: "How can something as complicated as electromagnetic theory ever be used by a multitude of engineers to design anything?" To answer this question one must first observe that there is not much choice in the matter. Design means to take some body of knowledge and apply it to making something with desired performance characteristics. EMP implies electromagnetics, and the distilled statement of electromagnetic phenomena, as we best understand it, is electromagnetic theory. One can always question whether a particular form of the description of an electromagnetic phenomenon is the best possible description or is optimally communicable to neophytes in electromagnetic
theory. Nevertheless, any description adopted must be at least approximately correct (i.e., in agreement with experimental fact). This rules out attempts at oversimplification; there are some concepts which will have to be learned in order to be able to effectively apply electromagnetic theory to EMP system interaction problems.

A secondary use of the document is for the electromagnetic theory community. In the process of organizing and writing such a work one gets a better picture of the state of the art and deficiences become more apparent. This in turn can serve as a partial guide for future research. It must be emphasized, however, that even though the electromagnetic theory research commanty is of necessity the group providing the basic information for this volume, this work is not intended primarily for their use; its intended use is for the applicators. This does not necessarily mean the applicators at their current state of skills and knowledge, but the applicators raised to some basic level of required electromagnetic knowledge for the applications problem.

## C. Technical Concept

In constructing this kind of work sumarizing the state of the art of EMP interaction modeling; one might just list all the physical quantities and topics and have brief sections concerning each. However, these things are not unrelated to each other; one can make use of these relations in order to create a more coherent whole. This document is thus organized in some sense from the top down instead of from the bottom up. A consistent overall structure and notation has been created and the various pieces have been selected to fit into the overall concept.

This work is divided into three parts. The first part, Principles and Techniques, concerns general concepts and calculational procedures from electromagnetic theory relevant to EMP interaction. This contains a discussion of the concept of electromagnetic topology which is used to divide complex systems into somewhat natural smaller parts in an ordered way. This concept is fundamental to the organization and understanding of this work and is expected to lead to furthar insights and computational techniques [2-8]. Of course there are many other concepts and techniques which play important
roles and which are discussed in this part. The reader might consult a recent review paper [9] to put these in perspective including some concepts of potential future significance.

The second part, Formulas and Data, considers the information concerning the pieces of the system. The organization of this part is based on the system topology, specifically the hierarchical topology which divides the system into layers. Each layer is further divided into three ordered parts: coupling, propagation, and penetration. Within each category the various individual (or canonical) types of boundary-value problems are considered. As one might expect, the bulk of the material is contained in this section.

Having considered, first, the general concepts and techniques for EMP interaction and, second, the specific information concerning the pieces, we come to the third part, System Applications. This part attempts to illustrate the use of the previous parts in analyzing the EMP interaction with complex systems. Hypothetical system examples are chosen to illustrate the topological decomposition of the problem for selected signal paths, and the subsequent approximate calculation of the internal signals.

As appropriate to any large task this was a cooperative one involving many individuals and organizations. AFWL personnel were concerned with the overall technical organization and contractual adminstration of the effort. This was accomplished by a set of memos termed EIH (EMP Interaction Handbook) memos in three parts [10-12] which addressed outlines, notations, summaries of particular problems, etc. Particular thanks are given to MSgt. Harris Goodwin of AFWL for his efficient administration of this effort.

## D. Future Evolution

While in our opinion some significant advances are reflected in this EMP interaction document, the present work should not be regarded as definitive. As was expected, the process of producing this document revealed various deficiencies to the participants. We believe that with time additional improvements will become apparent to us and to you, the user. With proper aging, as in the case of good wine, we will be able to form mature judgmints concerning an
improved version of this volume. Presumably such an improved version will involve generalizations and simplifications of the basic concepts and techniques as well as more specific data and examples. When the technology allows for significant such fmprovements, a new version of this work is called for.
Air Force Weapons Laboratory
C.E. BAUM Albuquerque, New Mexico
J.P. CASTILLD
September, 1979
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## A NOTE FROM THE EDITOR

This document is the product of a project undertaken by the Air Force Weapons Laboratory to compile a comprehensive, up-to-date, standard reference on EMP interaction. While this documentation should be useful to the entire community of EMP research workers, it is specifically aimed at providing in one volume the best currently-available technical data to engineers who are engaged in hardening military aircrafi, missiles, and satellite commaications systems against EMP penetration. To ensure accurate and expert coverage of every topic in EMP interaction, the contributors to this volume have been selected from among the nation's foremost EMF specialists who have been actively participating in EMP interaction analysis and experiment.

The body of techuical data collected in this document is largely drawn from results obtained under AFWL-sponsored EMP research efforts directed by John Darrah, Carl Baum and Phil Castillo. These results have aypeared in the AFWL EMP note series and in various AFWL technical reports. However many of the results presented here were worked out during the making of this document and have never befo: appeared elsewhere.

During the last three yeass I worked very closely with Phil Castillo and H.A. Goodwin of AFWL on every aspect of the project. They had given me continued encouragement and advice, and helped overcome all the difficult problems that stood in the way. Their unstinting assistance and unabated interest in the project were essential to its completion. Carl Baum of AFhL was very much involved in the technical aspect of the project. He had continuously and generously given me commeuts and ideas to improve the content of the document. The entire technical staff of Dikewood, Santa Monica, nc. only has contributed a large amount of material to this document, but also proofread the typescript. In particular, Kendall Casey and F.C. Yang helped me rewrite and integrate many sections of the document. Ed Vance of SRI, Clay Taylor of the Mississippi State University, and several members of the technical staff of RDA have made numerous valuable suggestions regarding the suitability and
accuracy of the material in the document. Needless to say, the contributions from the twenty-four authors are the building blocks of the project. Their efforts and cooperation have made this document possible. Finslly, my sincere appreciation goes to Diane DiFrance for her patience, assistance and skills in the preparation of the entire typescript.

Dikewood Industries, Inc.
K.S.H. LEE Santa Monica, California
September, 1979
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## Symbol Modifiers

In this handbook certain standard modifiers are used in conjunction with the symbols representing various quantities. These modifiers and their functions are listed below.

Modifying Function
per unit length
surface (from volume quantity)
source
incident
diffracted
radiated
scattered
reflected
open circuit
short circuit
complex frequency domain
three-space wector
three-space dyad
total
transfer
electric
magnetic
equivaleat
effective

## Symbol Modifier

' (prime as superscript)
s (subscript)
(s) (superscript)
(i) (superscript)
(d) (superscript)
(r) (superscript)
(sc) (superscript)
(re) (superscript)
oc (subscript)
sc (subscript)
~ (directly above in highest position)
$\rightarrow \quad$ (directly above)
$\rightrightarrows$ or $\leftrightarrow$ (directly above)
$t$ (subscript)
T (subscript)
e (or absent) (subscript)
m (subscript)
eq (subscript)
ef (subscript)

Superscripts may also be enclosed in parentheses if there exists the possibility of confusion with an exponent. It should also be noted that the tilde ( ) denoting a quantity in the frequency domain may be omitted if the quantity is expressed explicitily as a function of frequency.

## List of Symbola

In the following list of gymbols are given the complete forms of the symbols used, their meanings, and abbreviated or alternate forms of these symbols.
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PARTI 1

PRINCIPLES AND TECHNIQUES

CHAPTER 1.1 INT'RODUCTION

The interaction of the nuclear electromagnetic pulse (EMP) with a large aeronautical or communication system is not limited to coupling with the system's external structure. EMP energy can penetrate through the system's outer surface, propagate in its interior or along cables, and finally appear as electric currents and voltages at the sensitive components of electronic subsystems. The goal of EMP hardness engineering is to suppress these currents and voltages to levels below the components' damage and upset thresholds. The primary objective of this document is to provide quanticilive data, both analytical and experimental, on EMP interaction (which comprises coupling, propagation and penetration) for typical system geometries, for use in system hardness design and implementation.

The material of this document is organized in three parts. Part 1 presents the fundamental concepts of EMP interaction and the methods of its formulation and analysis. The general process of EMP penetration into a large system is generically viewed as one of EMP energy transfer across successive substrata (intersurfaces) of a layered topological model. The outermost surface of the model is the system's external skin; the innermost surface consists of the shields of internal electrical cables. The crossing of each surface can be quantified by a transfer function. Each transfer function is to a large extent dependent on the local surface geometry and can be determined by solving an appropriate boundary-value problem in electromagnetic theory. The analytical methods for formulating and solving these electromagnetic boundary-value problems are described in detail.

Part 2 presents the analytical formulas as well as numerical and experimental data on EMP coupling, propagation and penetration. These formulas and data are organized according to the surfaces of the topological model to which they apply. Those pertaining to the outermost surface of the model describe the EMP interaction with the external structures of aeronautical and communication systems. Those pertaining
to the intermediate surfaces describe the excitation of wire-1ike conductors and cavities lying behind these surfaces. Those pertaining to the innermost surfacc describe the penetration of cable shields and the excitation of shielded or unshielded wires.

Part 3 presents a number of system examples to demonstrate the application of the formulas and data in Part 2. These examplea are designed to illustrate typical EMP interactions with aircraft, missiles, satellitea and ground comunication facilities. Engineering techniques for hardening these systems are discussed. Finally, the errors in the calculations of the system examples are described.

### 1.1.1 HISTORY OF EMP

There are a number of reasons that make it difficult to compile even a brief history of EMP. Among these are the following: (1) much of the early work was never written down or documented in readily available sources; (2) EMP studies were carried out independently by persons and organizations (AEC, AFWL, DASA, etc.) in a number of locations both within the U.S. and overseas (e.g., U.K., U.S.S.R.); (3) much of the work was classified, making open literature surveys somewhat incomplete and possibly misleading; and (4) scientists and engineers were busy trying to solve technical problems rather than recording historical details. Thus, the brief history presented here may contain errors or have omitted important contribucions by certain groups or individuals, but all in all is factual.

A partial list of events important to the history of EMP is given in table 1. The list includes nuclear test information and the first interests in system vulnerability and EMP simulation issues. The events are listed in chronological order to show the historical (although not necessarily the most logical) development.

### 1.1.1.1 Discovery of EMP

It is reported that Fermi realized that any nuclear explosion would create electromagnetic fields. The exact mechanisms that he had in mind

TABI.E 1. IMPORTANT EVEGTS IN THE HISTORY OF EMP

1945 TRINITY EVENT; electronic equipment shielded reportedly because of Fermi's expectations of EM signals from a nuclear burst

1951- First deliberate EMP observations made by Shuster, Cowan

1952
1952-
1953 and Reines

First British atomic tests; instrumentation failures attributed to "radiof1ash"

Garwin of LASL proposes prompt gamma-produced Compton currents as primary sources of EMP

Bethe makes estimate of high-altitude EMP signals using electric dipole model (early-time peak incorrect)

Haas makes magnetic field measurements for PLUMBBOB test series (interest in EMP possibly setting off magnetic mines)

Joint British/U.S. meeting begins discussions of system EMP vulnerability and hardness issues

Kompaneets (USSR) publishes open literature paper on EMP from atomic explosion

Pomham and Taylor of the U.K. present $\alpha$ theory of "radioflash"

First interest in EMP coupling to underground cables of Minuteman missile

FISHBOWL high-altitude tests; EMP measurements driven off scale; first indications of the magnitude of the highaltitude EMP signal

SMALL BOY ground burst EMP test
Karzas and Latter publish two open literature papers on using EMP signals for detections of nuclear iests; bomb case EMP and hydromagnetic EMP considered

TABLE 1. IMPORTANT EVENTS IN THE HISTORY OF EMP (Cont'd)
1963 Open literature calls for EMP hardening of military systems begin to appear

1963- First EMP system tests carried out by Air Force Weapons 1964 Laboratory (AFWL)

1963- Longmire gives a series of EMP lectures at AFWL; presents 1964 detailed theory of ground burst EMP and shows that the peak of the high-altitude EMP signals is explained by magnetic field turning (magnetic dipole signal)

1964 First note in the LASL/AFWL EMP notes series published
1965 Karzas and Latter publish first open literature paper giving high-frequency approximation for the highaltitude magnetic dipole signal.

1967 Construction of ALECS as the first guided-wave simulator is completed for EMP simulation on missiles AJAX underground nuclear test

1969 Close-in EMP mechanisms recognized and evaluated by Graham and Schaefer

EMP underground test feasibility recognized and preliminary design presented by Schaefer

1973 First foint nuclear EMP meeting at AFWL
1974 MING BLADE underground EMP test for confirmation of near surface burst EMP models

1975 DINING CAR underground EMP test as the first system hardware EMP test

MIGHTY EPIC underground EMP test
Special joint issue on the nuclear EMP in IEEE Transactions on Antennas and Propagation and also on Electromagnetic Compatibility
were apparently not recorded, but electromagnctic shielding techniques were applied to the various instruments used on the TRINITY event in 1945. The firat deliberate EMP measurements were apparently made in 1951 through 1952. The goal was to obtain diagnostic information describing weapon output. Early U.S. tests also reportedly often used the EMP signal to trigger oscilloscopes and other recording equipment.

Standard shfelding practices used by U.S. experimenters apparently kept EMP signals from interfering with diagnostics on the early nuclear tests. The British were less fortunate, however. In the first British atomic teats in 1952 through 1953, a number of instrumentation fallures occurred, apparently due to EMP and the absence of any shielding. Thus, the British developed an early interest in "radioflash" (the British label for EMP).

### 1.1.1.2 Early Activities

The fact that nuclear explosions generate electromagnetic signals was experimentally well known by the mid-1950's when theoretical explanations of the effect began to appear. In 1954 Garwin of Los Alamos correctly proposed that the Compton current produced by prompt gamma radiation was a major source term for Maxwell's equations, while in 1958 Kompaneets [1] of the U.S.S.R. published one of the first papers in open literature on ENP. A1so, in 1959 Pomham and Taylor of the U.K. presented a paper entitled "A Theory of Radioflash" [2].

The early theories were often incomplete and sometimes incorrect. Emphasis was placed on ground bursts or low-altitude explosions. Much of the interest was in nearby (but outside the source region) diagncstic measurements or long-range detection and observation of foreign tests. VLF and other low-frequency effects were of particular interest, since good quality high-frequency EMP measurements had not been made in the early testa.

The first gilmmerings of the strategic and tactical importance of EMP effects began to appear about 1957 when Haas made a series of magnetic field measurements during the PLUMBBOB test series. One goal of these measurements was to determine if EMP cotid set off nearby buried magnetic mines. In 1958
discussions between the U.K. and the U.S. took place regarding the EMP vulnerability and hardening of military systems (perhaps motivated by British test instrumentation problems), and in 1959 people began to worry about EMP coupling to the silos and buried cables of the Minuteman system.

Both experimental and theoretical work continued to be carried out at Los Alamos during this period, notably by Partridge, Suydam [3,4] and Malik. Some interest in high-altitude EMP began to appear in 1957 when Bethe made some estimates of the high-altitude signal using an electric dipole model. Unfortunately, this model is incorrect for the large, early-time peak and, as a result, a number of measurements attempted during the 1962 high-altitude test series were driven off-scale.

In 1962 a number of EMP measurements were attempted at the SMALL BOY nuclear test in Nevada. The goal was to obtain data on the ciose-In EMP environment of a ground burst. Unfortunately, many of the attempted measurements were unsuccessful due to instrumentation and other problems.

The somewhat surprising results of the high-altitude test series, combined with an atmospheric test ban, created a great deal of interest in EMP in the early 1960's. Karzas and Latter published two papers [5,6] on EMP theory in the open literature in 1962, their investigations being at least partially aimed at detection of nuclear test ban violations. In 1963 through 1964 Longmire gave a series of lectures at AFWL which presented a fairly detailed theory of source region surface-burst EMP and showed that electron turning effects due to the earth's magnetic field would produce the large early-time signals from high-altitude EMF seen in the 1962 test series. This "high-frequency approximation" was first presented in the open literature by Karzas and Latter in 1965 [7]. Significant theoretical work and computer code development were also carried out during this period at AFWL and in the U.K. Also, 1963 through 1964 apparently marked the beginning of EMP testing of military systems when Henderson, Graham, and Cikotas of AFWL first used a distribution of loops, a fast switch, and a large capacitor bank to carry out EMP tests.

Since the mid-1960's, both interest in and knowledge of EMP phenomena have greatly expanded, and an adequate history of this period is beyond the scope of this brief discussion. As a result of numerous efforts over this time period, there now exist a wide variety of simple analytical models and very complex computer codes used for calculating EMP environment. A number of EMP simulators have been built and simulation tests carried out. Interests in system vulnerabilities have also expanded from missiles to aircraft, satellites, and communication systems.

A good idea of present EMP interests can be gained by examining the recent special joint issue of two IEEE journals on the Nuclear Electromagnetic Pulse [8].

### 1.1.1.3 Sensor Development

After the SMALL BOY test in 1962 it was apparent that instrumentation for measuring the EMP physical parameters was inadequate, especially in the nuciear source region. The conventional sensors, which convert electric fields, magnetic fields, current densities, etc. to analog electrical aignals on data cables and circuit elements, had fundamental physics problems in that their response in EMP source regions was unknown, and hence they were not designed to operate with acceptable and known accuracy. Problems associated with Comptom (source) current density, nonlinear and time-changing air/soil conductivity, and other nuclear radiation effects were not familiar to antenna designers. These problems had to be solved if any experimental progress was to be made concerning the EMP source as well as the EMP interaction with objects in such source regions.

As a part of the nuclear test readiness program AFWL, with DASA funding, initiated a sensor development effort for source-region applications. Design concepts were developed based on the physical processes in EMP source regions (described by Baum in the early Sensor and Simulation Notes) and prototype sensors were built primarily by EG\& $G$ with the early E-field sensors being built by SRI. These first models were fielded
on the AJAX underground nuclear test in 1967 and several subsequent EMP experiments. Also during this period some air conductivity measurements were made on underground nuclear tests (by Baran, Baum and Ekman) using $X$-band double-interferometer techniques on irradiated air in a rectangular waveguide.

With the growth of EMP testing and the concomitant design of EMP simulators, accurate broadband sensors were needed for measuring both simulator performance and various response parameters of the system under test. For this application several designs have evolved which have found widespread use in both American and European agencies.

Both the source-region and source-free-region sensors are reviewed in a recent paper in the special joint issue on the Nuclear Electromagnetic Pulse authored by the principal contributors to this technology [9].

### 1.1.1.4 Simulator Development

From an EMP interaction viewpoint a military system such as a missile, aircraft, commuication center, etc. is extremely complex, implying a low confidence in the results of an EMP interaction analysis as it affects the many possible electronic vulnerabilities. It was therefore apparent that a test capability was required. To perform these tests on any extensive basis required special test facilities producing EMP-Iike environments. This led to the need for what are referred to as EMP simulators.

There are two fundamental points to be considered in deciding if something is an EMP simulator (in the strict sense) or not: the accuracy of the form of the fields in the absence of the test object (spatial, temporal, frequency content, etc.), and an acceptably small interaction of the simulator itself with the test object (thereby changing the response characteristics of the test object [10]). The beginning of EMP simulation is related to the quantification of both of these points with designs accounting for them.

While some preliminary tests of military equipment were begun in 1963 through 1964 on some computer equipment and later on missiles, the
first EMP simulator in the strict sense was ALECS. This was first proposed by Partridge [11] as a three-plate parallel-plate transmission line for testing EMP instrumentation. This facility was changed (after construction as a three-plate facility) into a two-plate facility for testing missiles. The latter was completed in 1967 using calculations of Baum [12,13] and was intended to simulate a threat-like plane-wave EMP environment appropriate to in-flight systems (away from the earth's surface but below the atmospheric source region from a high-altitude (exoatmospheric) nuclear detonation). Given its 12.75 meter plate spacing ALECS is strictiy an EMP simulator with respect to "in-flight" test objects of somewhat smaller dimensions in order that simulator/object interaction not be too severe.

Another important early development in EMP simulation concerns the source region of a near-surface burst. After some preliminary tests of missile silo systems subjected to somewhat arbitrary EM excitation, a simulator known as SIEGE was developed to simulate the magnetic field distribution produced near the ground surface by a near-surface burst. This simulator incorporated two concepts: the buried transmission line [14] and the surface transmission line [15]. In 1968 low-level testing was begun with the SIEGE simulator.

By now EMP simulation has evolved into an extensive field in its own right, with various simulator types avallable for various EMP environments. AFWL has pioneered in the development of EMP simulator concepts and has contracted the construction of the largest number of these. However, various other American agencies including DNA, Naval Surface Weapons Center, and Harry Diamond Laboratories have built some as well. Various European agencies have also built some EMP simulators, generally somewhat smaller than those in the U.S. For a review of the various EMP simulators, including both existing simulators and those that as yet exist only conceptually, the reader is referred to [10].
1.1.1.5 Notes on EMP and Related Subjects

An important stimulus for the development of EMP technology was begun in 1964 by Partridge of LASL. This was the Sensor and Simulation Note
series begun by Partridge to stimulate thinking about EMP sensor and simulation design problems. In 1966 the editorship was turned over to Baum at AFWL who was by that time the major contributor. Various individuals at AFWL (some being now at RDA) had contributed to the expansion of the note series to include various other aspects of EMP technology.

Currently, the editor has divided the note series on EMP and related subjects (or "EMP Notes" for short) into three major categories: EMP (Electromagnetic Pulse), PEP (Pulsed Electrical Power), and ACT (Analytical and Computational Techniques) encompassing over a thousand individual papers. These represent most of basic EMP-related technology. A majority were printed directly as notes, but some existing reports have been only assigned note numbers. Various indices have been published and the most extensive one (including detailed subject division) was published in 1973 [16]. A previous extensive index was published by Quested of AWRE in the United Kingdom in 1971 [17].

The Notes have fanctioned as a fournal of the EMP community with important contributions from agencies and contractors in the U.S. and U.K. Publication has been supported primarily by AFWL, but many other agencies have made some contribution to this effort. The recent special joint issue on the Nuclear Electromagnetic Pulse [8] is based primarily on material that can be found in the Notes.

In addition to the individual notes, thirty volumes (about 400 pages each) or so have been published beginning in 1970 by AFWL to compile the early notes. The first few volumes were first published by DASA (now DNA) In 1968. In addition, a few special documents (handbooks) have been published as volumes in this series.

### 1.1.2 PHYSICS OF EMP

Although the fact that a nuclear explosion produces an electromagnetic pulse (EMP) was recognized as early as 1945 (see Sec. 1.1.1), it was some time before the mechanisms of EMP generation were understood well enough to make possible reasonably accurate predictions of signal amplitudes
and waveforms. EMP is now recognized by many as a potentially damaging nuclear weapon effect, and yet relatively few people have more than a rudimentary knowledge of the physics of EMP generation. Hopefully, this section may help to alleviate that situation.

It should be noted that a systems engineer or interaction analyst may never even see the results of a "real" EMP calculation. This is because calculated EMP waveforms can be sensitive functions of weapon design, burst location, and observer-burst orientation. Thus an EMP criterion signal is often defined. This criterion signal often represents an envelope that includes most or all EMP signals of a given type. Working with such a criterion signal greatly simplifies interaction analyses, but it should be remembered that the criterion and an actual threat signal are usually not identical.

Similarly, detailed predictions of EMP waveforms will not be presented here, partly because such waveforms are usually classified, but also because the interaction analyst will probably be supplied with an EMP criterion signal specific to the problem of interest. Instead, the presentation here is aimed at giving the reader some idea of the basic mechanisms of EMP.

A flow chart outlining the various steps of the EMP generation process is shown in Fig. 1. The process starts with a nuclear explosion. This nuclear burst creates photons with a large range of energies.

For understanding EMP phenomena one is primarily interested in the gamma-rays (photons with energies of about 1 MeV ) and the X-rays (photons with energies of a few keV) created by the burst [18]. These photons interact with the material through which they pass (e.g., the bomb casing, the atmosphere, or the wall of a satellite) by Compton and/or photoeffect processes [19], creating free electrons and positive ions. The moving electrons then create spatial current densities which serve as source terms for Maxwell's equations. These fast electrons will also slow down by ionizing the medium through which they move, creating numerous secondary electrons. The low-energy secondaries will drift along the local electric field lines and are thus often treated in terms of an effective conductivity.


Fig. 1. Flow diagram of EMP production mechanisms.

A conduction current is then created, which tends to cancel any electric field set up by the primary current density. Once these current densities are known, the magnitude and waveform of the EMP are determined by Maxwell's equations.

The basic mechanisms outlined in the flow chart of Fig. 1 will first be individually discussed in the following subsection. The various types of EMP will then be deacribed in terms of these basic mechanisms. Finally, calculational techniques, unknowns and uncertainties will be briefly addressed.

### 1.1.2.1 Basic Mechanisms

### 1.1.2.1.1 Radiation Source Terms

a. The Gamma Source

The primary source of most types of EMP is the gamma-ray output of a nuclear burst. Consider first a nuclear explobion in the air just above the ground surface (surface burst). A hypothetical but not atypical example of the gama source strength from a 1 -megaton surface bursc is shown in Fig. 2 [20]. The total source is the sum of several components, each with its characteristic decay time [18]. The prompt gamma pulse comes directly out of the nuclear device, has a rise time of several nanoseconds (ns), and decays in a few tens of ns. The other gamas are made by neutrons that leave the device and interact with the air and ground. Fast neutrons striking solid objects (e.g., the ground) very near the device make inelastic scatter gamas in the same time frame as the prompt gammas. Fast neutrons (energy $>6 \mathrm{MeV}$ ) make air inelastic gamas by inelastic scattering in air. Ground capture gammas are made by neutrons which slow down and are captured in the ground. Air capture gammas, made by the same process in air, last longer because of the low density of air compared with ground. Fission product gammas, the longest lived source, are emitted by fission debris following the ingering beta decay of fission fragments.

For a burst somewhat above the ground, some time is required for the neutrons to reach the ground, so that ground inelastic and capture sources are delayed somewhat. At increasing burst altitudes, the intensities


Fig. 2. Total gama source strength versus time for a nominal l-megaton surface burst.
of the air inelastic and air capture sources decrease, and their iffetimes Increase, due to decreasing air density. For bursts at very high altitudes, the ground sources are absent and the air sources delayed until neutrons can reach the sensible atmosphere at altitudes of the order of 30 km . The speed of the fastest neutrons is about $5 \times 10^{7} \mathrm{~m} / \mathrm{sec}$.

While the prompt gamma source can be regarded as a point source, the size of the air and ground sources obviously denends on the burst geometry. In sea-level air, neutron mean free paths are of the order of 100 meters, and the air sources have dimensions of a few mean free paths.

Approximate average $\gamma$-ray energies and effective absorption leagths In the alr are listed in table 2 for the various sources [19].

TABLE 2. APPROXIMATE AVERAGE ENERGIES AND EFFECTIVE ABSORPTION LENGTHS IN AIR OF GAMMA SUURCE COMPONENTS

| Component | Energy <br> $(\mathrm{MeV})$ | Absorption Length <br> $\left(\mathrm{gm} / \mathrm{cm}^{2}\right)$ |
| :--- | :---: | :---: |
| Prompt | 1.5 | 40 |
| Air Inelastic | 4 | 52 |
| Ground Capture | 3 | 38 |
| Air Capture | 6 | 58 |
| Fission Fragment | 1 | 37 |

Estimates of the gamma flux $\dot{\phi}_{\gamma}$ at distance $r$ from the burst can be made by using spherical dilution and attenuation factors, e.g.; in uniform air

$$
\begin{equation*}
\dot{\Phi}_{\gamma} \sim e^{-r / \lambda_{a}} / 4 \pi r^{2} \tag{1}
\end{equation*}
$$

wheie $\lambda_{a}$ is the effective absorption length.
b. The X-ray Source

Because $X$-rays are more easily attenuated than gama rays, they are often of secondary importance in EMP generation even though the nuclear burst generates much more energy in the X-ray energy range than in the $\gamma$-ray energy range. One major exception to this statement is the case of an exoatmospheric system of interest (e.g., SGEMP effects on a satelifte).

The X-ray output of a nuclear burst can be reasonably well understood by just considering the debris as a thermal radiator with a temperature of roughly $10^{70} \mathrm{~K}$ [18]. If one treats the debris as a blackbody radiator, then one expects Planckian X-ray spectra with characteristic energies of the order of 1 keV . Time histories have characteristic times similar to those of the prompt $\gamma$-ray output (i.e., rise time $\sim 10 \mathrm{~ns}$ ), while the absorption length for a 10 keV X-ray in alr is only $0.25 \mathrm{gm} / \mathrm{cm}^{2}$ (1.e., several hundred tines less than that of a prompt gamma ray).

### 1.1.2.1.2 Source Currents

a. The Compton Current

At $\gamma$-ray energies, the primary process by which free electrons are produced is Compton scattering [19]. In this scattering process, an incident gamma is scattered by an atomic electron, and the electron recoils somewhat like a struck billiard ball. The angular distribution of the recoil electrons peaks in the forward direction, so that a net electric current results. The average kinetic energy of the recoil electrons is of the order of one-half the incident gamma energy.

As the recoil electrons move through the air or other materfal medium, they gradually lose energy to other atomic electrons through collisions, dislodging some from their atoms and thus producing ionization. The energy loss is sufficient to bring the recoil electron to rest within a distance (track length) of a few meters in sea-level air. In addition, the recoil electrons suffer many small-angle scatterings (multiple scattering), largely in collisions with atomic nuclei. The multiple scattering reduces the mean forward range of recoil electrons to about two-thirds of the track length [21].

The geomagnetic field deflects the Compton recoil electrons, leading to components of Compton current in directions other than the direction of the incident gammas. This effect is relatively small at sea level, for the Larmor radius of the recoil electrons in the geomagnetic field is 50 to 100 meters, which is long compared with the mean forward range at sea level. However, at 30 -kn altitude, the center of the source region for high-altitude EMP, the mean forward range is comparable to the Larmor radius. Thus the deflected (transverse) Compton current is comparable to the radial current and is the principal source of the high-altitude EMP.

The Compton recoil electrons are also affected by the EMP fields. EMP calculations which include this effect are called self-consistent, since the fields are allowed to affect the Compton current which produces the fields. Such calculations are non-linear and are usually performed on a high-speed digital computer.

It is easy to understand the general magnitude of the Compton current. A steady flux $\dot{\phi}_{\gamma}$ of collimated gammas will produce a steady flux of recoil electrons in the same direction, according to the relation

$$
\begin{equation*}
\dot{\Phi}_{e}=\dot{\Phi}_{\gamma}^{[1]} \frac{R_{\mathrm{mf}}}{\lambda_{s}} \simeq 0.007 \dot{\phi}_{\gamma}^{[2]} \tag{2}
\end{equation*}
$$

where $\lambda_{s}$ is the scattering mean free path $r f$ the gammas, $R_{m f}$ is the mean forward range of the recoil electron, $\dot{\phi}_{e}$ is the electron number flux, $\dot{\Phi}_{\gamma}^{[1]}$ is the gamma number flux (gammas per unit area per unit time), and $\dot{\Phi}_{\gamma}^{[2]}{ }_{\gamma}^{\gamma}$ is the gamma energy flux in units of $\gamma-\mathrm{MeV} / \mathrm{cm}^{2}-\mathrm{sec}$. A dose rate of $1 \mathrm{rad} / \mathrm{sec}$ corresponds to a gamma energy flux of about $2 \times 10^{9}$ gamma- $\mathrm{MeV} / \mathrm{cm}^{2}$ sec. Thus in terms of the dose rate $\dot{D}_{\mathrm{e}}$ the radial Compton current density $\mathrm{J}_{\mathbf{r}}^{\mathrm{c}}$ is ${ }^{*}$

$$
\begin{equation*}
J_{r}^{c}\left(\mathrm{amps} / \mathrm{m}^{2}\right) \simeq 2 \times 10^{-8} \dot{\mathrm{D}}_{\mathrm{e}}(\mathrm{rads} / \mathrm{sec}) \tag{3}
\end{equation*}
$$

This formula is valid from sea level up to about $30-\mathrm{km}$ altitude, where the geomagnetic field limits the mean forward range. The transverse, geomagnetically deflected Compton current density is

$$
\begin{equation*}
J_{t}^{c} \simeq J_{r}^{c}\left(R_{\mathrm{mf}} / 2 R_{\mathrm{L}}\right) \tag{4}
\end{equation*}
$$

where $R_{L}$ is the Larmor radius. At 30 -kn altitude $J_{t}^{c}$ and $J_{r}^{C}$ are comparable.
At sea level the effective lifetime (before stopping) of a Compton recoil electron is a few ns. Thus the waveform of the Compton current will be approximately the same as that of the gamma flux. At $30-\mathrm{km}$ altitude the

[^0]Iffetime is about 1 microsecond ( $\mu \mathrm{s}$ ), as is also the Larmor period. Here the current waveform is stretched by the recoil electron dynamics in the eariy part of the gama pulse. Fig. 3 shows typical radial and transverse


Fig. 3. Radial and transverse Compton currents $J_{r}^{c}$ and $J_{r}^{c}$, and secondary electron density $N_{e}$ versus retarded time at 31.4 -km altitude for a delta-function pulse of $4.62 \times 10^{9}(1.5-\mathrm{MeV})$ gammas per $\mathrm{cm}^{2}$, perpendicular to a geomagnetic field of 0.6 gauss.
currents for a very short (delta-function) pulse of gammas [20]. The currents are plotted as functions of retarded time $t_{\text {ret }} \tau / c$, where

$$
\begin{equation*}
\tau=c t-r \tag{5}
\end{equation*}
$$

for convenience in understanding the solution of Maxwell's equations. Note that if a recoil electron starting at $t=0$ moved outwards with speed c (the speed of 11 ght ) its retarded time would remain equal to zero. The
fact that the recoil electrons do move outwards with speeds close to $c$ accounts for the relatively large amplitude of $J_{r}^{c}$ and $J_{t}^{c}$ at early retarded times.

## b. Photoeffect Currents

At X-ray energies the dominant electron producticn process is the photoeffect [19]. In this case, the incident X-ray photon disappears uith part of its energy going to free an electron from a bound state near a nucieus and the rest of its energy going into kinetic energy of the free electron.

Photoeffect currents are of secondary importance for EMP except for observation points very near a nuclear burst or at vacuum/material interfaces (i.e., SGEMP source currents). The subject of electron emission from vacuum/material interfaces is too complicated to treat in detail here. As an example, however, typical electron yields for various blackbody X-ray spectra incident upon several materials are 1isted in table 3 [22].

TABLE 3. BACKSCATTERED ELECTRON YIELDS FOR SEVERAL BLACK-BODY SPECTRA

| Incident Photon <br> Blackbody <br> Temperature <br> (keV) | Aluminum <br> (electrons/ <br> calorie) | Gold <br> (electrons/ <br> calorie) | Silicon Dioxide <br> (electrons/ <br> calorie) |
| :---: | :---: | :---: | :---: |
| 1 | $3.04(13)$ | $1.16(14)$ | $2.30(13)$ |
| 2 | $1.25(13)$ | $7.21(13)$ | $8.86(12)$ |
| 3 | $6.49(12)$ | $4.66(13)$ | $4.49(12)$ |
| 5 | $2.57(12)$ | $2.50(13)$ | $1.74(12)$ |
| 8 | $1.03(12)$ | $1.33(13)$ | $6.94(11)$ |
| 10 | $6.49(11)$ | $9.71(12)$ | $4.35(11)$ |

### 1.1.2.1.3 The Air Conductivity

A Compton recoll electron makes approximately one secondary electronIon pair for each 85 eV lost by it in collisions with atoms. Most of the secondary electrons have energies of the order of 10 eV , but a few have larger energies, approaching one-half that of the original electron. The more energetic secondary electrons produce tertiaries, etc. When all the ionization is completed, there is approximately one electron-ion pair for each 34 eV lost by the original Compton recoil electron [23]. Thus a 1 MeV electron will produce eventually about 30,000 electron-ion pairs. The effects of these electron-ion pairs are often modeled by an equivalent conductivity.

Both electrons and ions contribute to the conductivity, so that it is necessary to keep track of their densities. At low altitudes free electrons are removed predominantly by the attachment process

$$
\begin{equation*}
\mathrm{e}+\mathrm{O}_{2}+\mathrm{o}_{2} \rightarrow \mathrm{O}_{2}^{-}+\mathrm{O}_{2} \tag{6}
\end{equation*}
$$

which produces the negative oxygen ion. At very high electron and ion densities, dissociative recombination removes both electrons and positive ions

$$
\begin{align*}
& e+\mathrm{O}_{2}^{+} \rightarrow 0+0 \\
& e+\mathrm{N}_{2}^{+} \rightarrow \mathrm{N}+\mathrm{N} \tag{7}
\end{align*}
$$

Positive and negative ions remove each other by mutual neutralization, with the help of a third molecule $M$ (either $O_{2}$ or $N_{2}$ )

$$
\begin{align*}
& \mathrm{O}_{2}^{-}+\mathrm{O}_{2}^{+}+\mathrm{M} \rightarrow \mathrm{O}_{2}+\mathrm{O}_{2}+\mathrm{M}  \tag{8}\\
& \mathrm{O}_{2}^{-}+\mathrm{N}_{2}^{+}+\mathrm{M} \rightarrow \mathrm{O}_{2}+\mathrm{N}_{2}+\mathrm{M}
\end{align*}
$$

Both $\mathrm{O}_{2}^{+}$and $\mathrm{N}_{2}^{+}$are produced along with e in the original ionization. Since the conductivity properties of $\mathrm{O}_{2}^{+}$and $\mathrm{N}_{2}^{+}$are nearly the ame, it is not necessary to keep track of both species separately. The common treatment defines densities $N_{e}, N_{+}$, and $N_{-}$of electrons, positive and negative ions respectively, which satisfy the differential equations

$$
\begin{align*}
& \frac{d N_{e}}{d t}=S_{e}-k_{1} N_{e}-k_{2} N_{e} N_{+} \\
& \frac{d N_{+}}{d t}=S_{e}-k_{2} N_{e} N_{+}-k_{3} N_{+} N_{-}  \tag{9}\\
& \frac{d N_{-}}{d t}=k_{1} N_{e}-k_{3} N_{+} N_{-}
\end{align*}
$$

Here $\mathrm{S}_{\mathrm{e}} \mathrm{is}$ the rate of production of electron-ion pairs. The rate constants $k_{1}, k_{2}, k_{3}$ are for the reactions (6), (7) and (8), respectively [24]. Typical values of these constants at sea level and their scaling with air density $p_{a}$ are

$$
\begin{array}{ll}
\mathrm{k}_{1} \simeq 10^{8} / \mathrm{sec}, & \mathrm{k}_{1} \sim \rho_{\mathrm{a}}^{2} \\
\mathrm{k}_{2} \simeq 2 \times 10^{-7} \mathrm{~cm}^{3} / \mathrm{sec}, & \text { indep. of } \rho_{a}  \tag{10}\\
k_{3} \simeq 2 \times 10^{-6} \mathrm{~cm}^{3} / \mathrm{sec}, & k_{3} \sim \rho_{a}
\end{array}
$$

The value of $k_{1}$ is affected by the presence of an electric field. Also, the complete recombination chemistry is somewhat more complicated than described here, especially in the presence of water vapor [24].

Simple approximate solutions to (9) are often useful. For example, the reaction (7) is usually negligible compared with (6). At early times, then, for an ionization source $S_{e}$ which changes slowly in a time interval compared to $1 / k_{1}$, the electron density is approximately

$$
\begin{equation*}
N_{e} \simeq s_{e} / k_{1} \tag{11}
\end{equation*}
$$

For a source which rises exponentially, $S_{e} \sim e^{\alpha t}$ (as for fission chain reactions), the solution is

$$
\begin{equation*}
N_{e}=s_{e} /\left(\alpha+k_{1}\right) \tag{12}
\end{equation*}
$$

For a source which falls more slowly than $t^{-2}$, the late-time ion densities are

$$
\begin{equation*}
N_{-} \simeq N_{+} \simeq \sqrt{s_{e} / k_{3}} \tag{13}
\end{equation*}
$$

Finally, for a source which falls more rapidly than $t^{-2}$, the late-time ion densities are

$$
\begin{equation*}
N_{-} \simeq N_{+} \simeq\left(k_{3} t\right)^{-1} \tag{14}
\end{equation*}
$$

The ionization source $\mathrm{S}_{\mathrm{e}}$ can be related to the dose rate $\dot{\mathrm{D}}_{\mathrm{e}}$. Since one rad is defined as depositing $100 \mathrm{ergs} / \mathrm{gram}$, and since 34 eV are required to make one electron-ion pair, one has the relation

$$
\begin{equation*}
\mathrm{s}_{\mathrm{e}}\left(\frac{\mathrm{e} 1 \mathrm{ect} .}{\mathrm{cm}^{3}-\mathrm{sec}}\right)=2.2 \times 10^{9}\left(\frac{\rho_{\mathrm{a}}}{\rho_{\mathrm{ao}}}\right) \dot{\mathrm{D}}_{\mathrm{e}}\left(\frac{\mathrm{rads}}{\mathrm{sec}}\right) \tag{15}
\end{equation*}
$$

Here $\rho_{a 0}=1.23$ grams/1iter is the density of sea-level air. This relation assumes that all ionization is completed in times short compared with the variation of $\dot{D}_{e}$.

The mobility $\mu_{e}$ or $\mu_{1}$ of an electron or ion is defined as the ratio of its drift velocity to the electric field causing the drift. Typical values of the mobilities at sea level and their scaling with air density $\rho_{a}$ are

$$
\begin{align*}
& \mu_{\mathrm{e}}\left(\frac{\mathrm{~m}}{\sec }\right) /\left(\frac{\mathrm{v}}{\mathrm{~m}}\right) \simeq 0.3 \frac{\rho_{\mathrm{ao}}}{\rho_{\mathrm{a}}} \\
& \mu_{i}\left(\frac{\mathrm{~m}}{\sec }\right) /\left(\frac{\mathrm{V}}{\mathrm{~m}}\right) \simeq 2.5 \times 10^{-4} \frac{\rho_{\mathrm{ao}}}{\rho_{\mathrm{a}}} \tag{16}
\end{align*}
$$

Small differences between the mobilities of various ions are usually neglected. The electron mobility is not independent of the electric field, and is affected by water vapor $[23,24]$.

Since the mobility of electrons is much larger than that of ions, electrons dominate the conductivity at early times when the densities of electrons and ions are comparable. In this circumstance the air conductivity is

$$
\begin{equation*}
\sigma=e N_{e} \mu_{e} \tag{17}
\end{equation*}
$$

where -e is the electron charge. Using (12) and other data stated above, we can relate the conductivity to the dose rate and find

$$
\begin{equation*}
\sigma\left(\frac{\mathrm{mho}}{\mathrm{~m}}\right) \cong \frac{1 \times 10^{-4}}{\left(\alpha+\mathrm{k}_{1}\right)} \dot{\mathrm{D}}_{\mathrm{e}}\left(\frac{\mathrm{rads}}{\sec }\right) \tag{18}
\end{equation*}
$$

This result is independent of air density, except through the term $k_{1}$. It should be noted, however, that variation of the fonization completion time with $\rho_{a}$ and the dependence of $\mu_{e}$ on $E / \rho_{a}$ ( $E=$ electric field) make the results only approximate.

At late times, when the electrons are almost all attached in $\mathrm{O}_{2}^{-}$, ion conductivity can dominate.

### 1.1.2.1.4 The Spherically Symmetric Case

In Sec. 1.1.2.1.2 an expression for the spatial current density $\boldsymbol{f}^{\text {d }}$ due to primary Compton electrons was derived and a conductivity $\sigma$ was calculated in Sec. 1.1.2.1.3. One then has the information necessary to solve the Maxwell equations

$$
\begin{align*}
& \mu_{0} \frac{\partial \vec{H}}{\partial t}+\nabla \times \vec{E}=0  \tag{19}\\
& -\varepsilon_{0} \frac{\partial \vec{E}}{\partial t}+\nabla \times \vec{H}=\vec{j}+\sigma \vec{E} \tag{20}
\end{align*}
$$

Eq. (19) indicates that $\partial \vec{H} / \partial \vec{t}$ is zero if $\nabla \times \vec{E}$ is zero. Thus, the magnetic field will remain at its initial value (usually assumed to be zero) if the electric field is curl-free. The spherically symmetric geometry is one such case. For this case, $\nabla \times \vec{H}=0$ in (20), and if ${ }^{-} \mathrm{C}$ has only a radial component centered at the burst location, then (20) becomes

$$
\begin{equation*}
E_{o} \frac{\partial E_{r}}{\partial t}+\sigma E_{r}=-J_{r}^{c} \tag{21}
\end{equation*}
$$

Note that in this case the electric field is purely radial and non-zero only within the source region where $J_{r}^{\mathrm{C}}$ is non-zero.

The solution of (21) is easy to understand. At early times, $J_{r}^{c}$ and $\sigma$ begin at arbitrarily small values, and increase. Therefore, $\mathrm{E}_{\mathrm{r}}$ also begins at arbitrarily small values. Thus at sufficiently early times, the term $\sigma E_{r}$ is negligible. In this time regime, the solution of (21) is

$$
\begin{equation*}
E_{r} \simeq-\frac{1}{\varepsilon_{0}} \int_{-\infty}^{t} J_{r}^{c_{r}} d t \tag{22}
\end{equation*}
$$

which indicates that $J_{r}^{c}$ is creating the electric Eield $E_{r}$ in space, which will rise exponentially if $J_{r}^{c}$ does. At some time, the conduction current $\mathrm{OE}_{\mathrm{r}}$ may become comparable to the displacement current $\varepsilon_{0} \partial E_{r} / \partial t$. If after this time we neglect the latter, we obtain

$$
\begin{equation*}
E_{r} \simeq-\frac{J_{r}^{c}}{\sigma} \equiv E_{S} \tag{23}
\end{equation*}
$$

From (3) and (18) we see that $E_{s}$ is independent of the dose rate $\dot{D}_{e}$, since $J_{r}^{C}$ and $\sigma$ are proportional to $\dot{D}_{e}$. Thus $E_{r}$ becomes constant at the saturated value $\mathrm{E}_{\mathbf{s}}$.

From (3) and (18) we find

$$
\begin{equation*}
E_{s}\left(\frac{V}{m}\right) \simeq 2 \times 10^{-4}\left(\alpha+k_{1}\right)\left(\sec ^{-1}\right) \tag{24}
\end{equation*}
$$

With $\alpha=2 \times 10^{8}$ (not atypical), this formula gives $\mathrm{E}_{s}=6 \times 10^{4} \mathrm{~V} / \mathrm{m}$ at sea level where $k_{1}=1 \times 10^{8}$, and $E_{s}=4 \times 10^{4} \mathrm{~V} / \mathrm{m}$ at higher altitudes where $k_{1}$ is negligibly small compared with $\alpha$.

After the gamma pulse and the Compton current reach their peaks, the value of a effectiveiy goes to zero. Eq. (24) indicates that $E_{s}$ will then fall to about $2 \times 10^{4} \mathrm{~V} / \mathrm{m}$ at sea level. The displacement current remains negligible, and $E_{r}$ follows $E_{s}$. At sea level, within some kilometers from the nuclear burst, this value is maintained for some tens of $\mu s$, after which the dominance of ion conductivity causes $E_{r}$ to fall gradually, approximately as $\sqrt{S_{e}}$. This behavior can be deduced from the approximate solutions (13) and (3).

It should again be noted that for the spherically symmetric geometry Just considered, there are no radiated EMP fields (i.e., no fields beyond the source region). If radiated EMP signals are to be created, there must be some asymmetry in the source current distribution. The magnitude and time history of radiated EMP signals can be very sensitive functions of the source asymmetry; thus, much of the early work on the physics of EMP was aimed at determining the most important sources of asymmetry.

### 1.1.2.2 Types of Electromagnetic Pulse

### 1.1.2.2.1 EMP From High-Altitude Bursts

One important type of EMP is generated by a nuclear burst above the atmosphere at altitudes of 100 kilometers or greater. In this case the prompt gamma output is the most important radiation source since these gammas will penetrate farthest into the atmosphere.

As indicated in Fig. 4, the downgoing gammas will begin to interact appreciably with the air at altitudes between 40 and 20 kilometers creating a Compton current in this EMP source region. The Compton current has two components. First, the component in the direction radial from the burst produces principally a radial electric field. However, since only part of the gamma shell intersects the atmosphere, we do not have complete spherical symmetry. Thus some transverse fields, principally of electric-


Fig. 4. Schematic representation of high-altitude EMP generation.
dipole type, are generated by the radial current. Second, the geomagnetic field causes the Compton current to have a transverse component perpendicular to the radial direction. This component directly generates outgoing and ingoing transverse fields, principally of magnetic-dipole type. It is this turning of Compton electrons in the earth's magnetic field that creates the very large, early-time peak in the EMP signal from a high-altitude burst. This mechanism was not anticipated prior to the 1962 nuclear test series. As a result, many attempted EMP measurements were driven off-scale. This magnetic-dipole signal was first explained by Longmire, and Karzas and Latter [7] in 1964.

From a simple point of view, the large magnetic-dipole signal is due primarily to the fact that the Compton source current moves radially outward at the speed of light. The net result is that the fields radiated by the various current elements (as shown in Fig. 5) will add in phase, resulting in a large total signal. The situation is similar to a phased array of antennas.


Fig. 5. Diagram indicating the current elements due to geomagnetic turning and how they add in-phase to give a large outgoing wave.

Because there has been a gond deal of misunderstanding about the various aspects of high-altitude EMP, it is useful to give a brief mathematical explanation of the phenomenon. For simplicity, consider a planar pulse of gama rays approaching a flat earth with a flat exponential atmosphere from the vertical direction. Let the vertical coordinate 2 increase downward, i.e., $z$ is essentially the same as the radial coordinate from the burst, which is imagined to be very far away. Let the geomagnetic field be in the $y$-direction, so thai: the Compton current will have components $J_{z}^{c}$ and $J_{x}^{c}$. We will have field components $E_{z}, E_{x}$ and $H_{y}$, which depend only on $z$ and $t$. Maxwell's equations become

$$
\begin{align*}
& \mu_{0} \frac{\partial H_{y}}{\partial t}=-\frac{\partial E_{x}}{\partial z}  \tag{25}\\
& \varepsilon_{0} \frac{\partial E_{x}}{\partial t}+\sigma E_{x}+J_{x}^{c}=-\frac{\partial H_{y}}{\partial z} \tag{26}
\end{align*}
$$

$$
\begin{equation*}
\varepsilon_{0} \frac{\partial \mathbb{I}_{z}}{\partial t}+\sigma E_{z}+J_{z}^{c}=0 \tag{27}
\end{equation*}
$$

It is now convenient to transform variables to retarded time $\tau$ and outgoing and incoming fields $F$ and $G$, where

$$
\begin{align*}
& \tau=c t-z  \tag{28}\\
& F=E_{x}+Z_{o} H_{y}  \tag{29}\\
& G=E_{x}-Z_{o} H_{y} \tag{30}
\end{align*}
$$

where $Z_{o}$ is the impedance of free space. Thus

$$
\begin{align*}
& E_{x}=(F+G) / 2  \tag{31}\\
& H_{y}=(F-G) /\left(2 Z_{o}\right) \tag{32}
\end{align*}
$$

and under the retarded-time transformation, the partial derivatives are replaced by

$$
\begin{align*}
& \frac{1}{c} \frac{\partial}{\partial t} \rightarrow \frac{\partial}{\partial \tau}  \tag{33}\\
& \frac{\partial}{\partial z} \rightarrow \frac{\partial}{\partial z}-\frac{\partial}{\partial \tau} \tag{34}
\end{align*}
$$

As a result of these transformations, Maxwell's equations become

$$
\begin{align*}
& \frac{\partial F}{\partial z}+\frac{\sigma Z_{o} F}{2}=-Z_{o} J_{x}^{C}-\frac{\sigma Z_{o}^{G}}{2}  \tag{35}\\
& \frac{\partial G}{\partial \tau}+\frac{\sigma Z_{o} G}{4}=\frac{1}{2} \frac{\partial G}{\partial z}-\frac{Z_{0} J_{x}^{c}}{2}-\frac{\sigma Z_{o} F}{4}  \tag{36}\\
& \frac{\partial E_{z}}{\partial \tau}+\sigma Z_{o} E_{z}=-Z_{0}{ }^{\mathcal{J}} \tag{37}
\end{align*}
$$

It is to be noted that the differential equation for $E_{z}$ is uncoupled from the other field components and that this equation has the same form as the spherically symmetric field equation treated in Sec. 1.1.2.1.4. The nature of the solution is thus the same as was previously discussed. At early times, $E_{z}$ is proportional to the time integral of $J_{z}^{c}$, and if the total charge displacement is sufficient, $E_{z}$ saturates at the value $-J_{z}^{c} / \sigma$. The condition that saturation be reached while the Compton current pulse is still rising as $e^{\alpha t}$ is that the peak conductivity reach the value

$$
\begin{equation*}
\sigma \geq \varepsilon_{0} \alpha \simeq 10^{-3} \mathrm{mho} / \mathrm{m} \tag{38}
\end{equation*}
$$

Here we have used $\alpha \simeq 10^{8} / \mathrm{sec}$. Using (18) as an estinate, we find that dose rates of about $10^{9} \mathrm{rads} / \mathrm{sec}$ are needed to produce saturation of the radial electric field. For a nominal 1-megaton burst, saturation would occur only within slant distances of about 50 km between the burst point and the EMP source region. We will see that it is much easier to saturate the outgoing field $F$.

Now assume, as will be verified later, that $G$ is small compared with F. One can thus neglect the $\sigma Z_{o} G$ term in (35). When this term is dropped, the equation for $F$ has the same form as the equation for $E_{z}$ just discussed except that the derivative is with respect to distance $z$ rather than the retarded time $\tau$. Thus, for small $\sigma$,

$$
\begin{equation*}
F(z, \tau) \simeq-z_{0} \int_{-\infty}^{z} J_{x}^{c}\left(z^{\prime}, \tau\right) \mathrm{d} z^{\prime} \tag{39}
\end{equation*}
$$

while if $\sigma$ is large enough, F will saturate at the value

$$
\begin{equation*}
F=-\frac{2 J_{\mathrm{x}}^{\mathrm{C}}}{\sigma} \tag{40}
\end{equation*}
$$

In an exponential atmosphere, both $J_{X}^{C}$ and $\sigma$ increase as $\exp (z / h)$, where $h$ is the atmospheric scale height. Saturation will thus occur when

$$
\begin{equation*}
\sigma \geq \frac{2}{Z_{0} h} \approx 10^{-6} \text { mho/m } \tag{41}
\end{equation*}
$$

This is much smaller than the value needed to saturate $E_{z}$ as given in (38). One can see that the transverse field will saturate at distances some 30 times farther from a burst than the radial field, or up to 1500 km for a nominal 1-megaton burst.

The reason $F$ is more easily saturated than $E_{z}$ is that $F$ integrates $J_{x}^{c}$ over a scale height, while $E_{z}$ integrates $J_{z}^{C}$ over the rise time multiplied by $c$. The latter distance is of the order of a few meters, while the former is about 7 km . It is for the same reason that $G$ is small compared with $F$ as is indicated by (36) that $G$ integrates $J_{x}^{c}$ in time. Moreover, once $F$ saturates, che source term $Z_{o} J_{x}^{C} / 2+\sigma Z_{o} F / 4$ effectively vanishes in the G-equation. In this regime the outgoing wave $F$ induces a conduction current which effectively cancels $\mathrm{J}_{\mathrm{x}}^{\mathrm{c}}$, leaving no net current to drive ingoing waves. The smaliness of the incoming wave $G$ compared with the outgoing wave $F$ implies that

$$
\begin{equation*}
E_{x} \simeq Z_{o} H_{y}, \quad F \simeq 2 E_{x} \tag{42}
\end{equation*}
$$

so that (35) is approximately

$$
\begin{equation*}
2 \frac{\partial E_{x}}{\partial z}+Z_{0} \sigma E_{x}=-z_{0} J_{x}^{c} \tag{43}
\end{equation*}
$$

This equation, which is known as the outgoing-wave approximation or the high-frequency approximation, is the basic equation of high-altitude EMP theory. It was derived in Cartesian coordinates (as here) by Longmire in 1963, while the equivalent expression in spherical coordinates was presented by Karzas and Latter in 1964 [7].

The behavior of the solution of (43) for $E_{x}$ is the same as that discussed above for $F$. For a given retarded time $\tau, E_{x}$ increases as $\exp (z / h)$ at very high altitudes. If the source is sufficiently strong, $E_{x}$ will saturate at

$$
\begin{equation*}
E_{x}=-\frac{J_{x}^{c}}{\sigma} \equiv E_{s} \simeq 6 \times 10^{4} \mathrm{v} / \mathrm{m} \tag{44}
\end{equation*}
$$

and remains saturated until the wave reaches an altitude below about 30 km where, due to absorption of the gammas, both $\sigma$ and $J_{x}^{c}$ fall away. Below this altitude, called the altitude of desaturation, (43) indicates that $\partial \mathrm{E}_{\mathrm{x}} / \partial \mathrm{z} \simeq 0$, or $\mathrm{E}_{\mathrm{x}} \simeq$ constant; the $E M P$ propagates as a free wave. Actually, of course, $E_{x}$ will fall as $1 / r$.

At very early retarded times, $J_{x}^{C}$ and $\sigma$ are very small and saturation does not occur at all. The rise of the final EMP is siailar to the rise of the Compton current before saturation. The duration of the final EMP is not longer than the duration of the Compton current pulse at the desaturation altitude.

Many details of high-altitude EMP theory neglected in the above discussion have been studied over the years and no serious problems with the high-frequency approximation have been discovered. Both detailed numerical [25] and theoretical [26] studles have been carried out.

### 1.1.2.2.2 EMP From Surface Bursts

For a nuclear burst in the air just above the ground or ocean surface, a Compton current density and air conductivity are produced as described previously. In this case, however, the source region is primarily hemispherical, since radiation created by the burst will not appreciably penetrate into the earth below the burst point. Also, soil conductivities are of the order of $10^{-2} \mathrm{mho} / \mathrm{m}$ and the ocean conductivity is about $4 \mathrm{mho} / \mathrm{m}$. These values are higher than the air conductivities over most of the EMP space-itme source region. Thus, the ground shorts out the radial electric field near it, and is often approximated by a perfect conductor. The net result is that a radially directed compton current is generated in the hemisphere above the ground, resulting in a radial electric field as discussed in Sec. 1.1.2.1.4. The asymmetry introduced by the ground, however, creates transverse field components which can radiate to distances large compared to dimensions of the source region.

One simple model for understanding surface-burst EMP is illustrated in Fig. 6. The net effect (ignoring retardation) of radially directed


Fig. 6. Surface burst geometry showing Compton electrons and net current density, $J_{\text {net }}^{c}$. Radiated fields are approximately proportional to $\mathrm{dJ}_{\text {net }}^{\mathrm{c}} / \mathrm{dt}$ (electric-dipole fields).
current densities over a hemisphere is a composite current perpendićular to the ground. This current is just proportional to the time derivative of an effective electric dipole moment. The radiated fields seen by a distani observer can thus be approximated by the radiated fields of an electric dipole, and is proportional to the second time derivative of the dipole moment (i.e., the first time derivative of the net current).

Another simple model useful for understanding how a surface burst generates close-in magnetic fields is illustrated by the toroidal geometry shown in Fig. 7. As noted previously, when the burst occurs, Compton electrons flow radially away in the air creating a charge displacement. Because of the relatively large ground conductivity, equilibrium near the ground/air interface will be established by conduction current ( $\sigma \mathrm{E}$ ) flow through the ground. The net result is a toroidal positive current flow toward the burst point in the air and away from the burst in the ground. It is clear that this toridal current flow will create a strong, azimuthal magnetic field near the air/ground interface.

A basic theory of ground-burst EMP, including most of the important physical mechanisms, was presented by Longmire in 1963. More detailed


Fig. 7. Surface-burst geometry at intermediate times when Compton electrons created near the ground flow back to the burst through the highly conducting ground, creating a toroidal current loop. Both Compton currents and conduction currents are nearly radial close to vertical axis.
analytical treatments and complex numerical calculations have since been carried out, and a complete theory is obviously quite complicated. Thus, only a brief ustline of parts of the physics of ground-burst EMP will be sketched the following paragraphs.

The surface-burst EMP can be understood in terms of three phases. The first is the wave phase, in which the conduction current is small compared with the displacement current. This phase corresponds to the time before saturation and Maxwell's equations are approximately linear in this phase. The diffusion phase is entered at saturation, when the conduction current exceeds the displacement current and the latter can be neglected. During this phase, the return conduction current (which, in the spherically symmetric case, tries to cancel the Compton current) shifts to the ground from the air just above it. Thus current loops are formed and an azimuthal magnetic field is produced near the ground surface. This field diffuses up into the air and down into the ground by the familiar skin effect process. When the skin depth in the air
reaches to an angular elevation of about 1 radian (referred to the burst point), the diffusion is completed and the final, quasi-static phase is entered. During this final phase the induction (transverse) part of the electric field is amall compared with the electrostatic (longitudinal) part, and the Compton and conduction currents are approximately in steady balance,

In mathematical terms, these various phases can be understood by considering a spherical coordinate system, centered at the burst with the polar axis perpendicular to the air/ground interface. In the air, Maxwell's two time-dependent equations reduce to

$$
\begin{align*}
& \mu_{0} \frac{\partial H_{\phi}}{\partial t}=-\frac{1}{r} \frac{\partial}{\partial r}\left(r E_{\theta}\right)+\frac{1}{r} \frac{\partial}{\partial \theta} E_{r}  \tag{45}\\
& \varepsilon_{0} \frac{\partial E_{\theta}}{\partial t}+\sigma E_{\theta}+J_{\theta}^{c}=-\frac{1}{r} \frac{\partial}{\partial r}\left(r H_{\phi}\right)  \tag{46}\\
& \varepsilon_{0} \frac{\partial E_{r}}{\partial t}+\sigma E_{r}+J_{r}^{c}=\frac{1}{r \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta H_{\phi}\right) \tag{47}
\end{align*}
$$

During the early-time wave phase, it is convenient to transform these equations to retarded time and introduce outgoing and incoming fields, as was done for the high-altitude EMP case. As before, the incoming field $G$ is small compared to the outgoing field $F$, and at early times the conduction current oE is small compared to the displacement current. One can thus obtain the approximate wave-phase equations to be

$$
\begin{align*}
& \frac{\partial F_{r}}{\partial r}+\frac{Z_{o}^{\sigma}}{2} F_{r}=\frac{\partial E_{r}}{\partial \theta}  \tag{48}\\
& \frac{\partial E_{r}}{\partial \tau}=-Z_{o} J_{r}^{C}+\frac{1}{2 r^{2}} \frac{\partial F_{r}}{\partial \theta} \tag{49}
\end{align*}
$$

where

$$
\begin{equation*}
F_{r}=r\left(E_{\theta}+Z_{o} H_{\phi}\right) \tag{50}
\end{equation*}
$$

$$
\begin{equation*}
\tau \cdots c t-r \tag{51}
\end{equation*}
$$

$J_{\theta}^{c}$ has been assumed to be small compared to $J_{r}^{c}$, and $\sin \theta$ has been replaced by unity since $F_{r}$ is confined to angles near the ground surface.

An examination of these equations indicates that the outgoing vive $F_{r}$ is confined to a region near the air/ground interfoce (since $\partial E_{r} / \partial \theta$ is largest there) and the field produced near the ground spreads upward as it propagates outward.

At somewhat later times, during the diffusion phase, it is convenient to return to the real-time equations (45) - (47). During this phase, the conductivity has become large enough that the time-derivative terns in (46) to (47) can be dropped (1.e., the displacement current is much smaller than the conduction current). Since the magnetic field is confined to points near the ground surface, one can introduce the local vertical coordinate $z \simeq r(\pi / 2-\theta)$. Eqs. (45) and (47) can then be combined to give

$$
\begin{equation*}
\mu_{0} \frac{\partial H_{\phi}}{\partial t}=\frac{\partial}{\partial z}\left(\frac{J_{r}^{c}}{\sigma}\right)+\frac{\partial}{\partial z}\left(\frac{1}{\sigma} \frac{\partial}{\partial z} H_{\phi}\right) \tag{52}
\end{equation*}
$$

Note that this equation is just the standard diffusion equation for the skin effect winch can be solved under various assumptions for the time dependence of $\sigma$, and hence the name "diffusion phase."

Rather than investigate the diffusion phase by directly studying (52), a somewhat more intuitive approach using the geometry shown in Fig. 8 will be taken. If one ignores the displacement current, then

$$
\begin{equation*}
\nabla \times \vec{H}=\vec{J} \tag{53}
\end{equation*}
$$

where $\vec{J}$ includes both the Compton and conduction current. The integral form of this equation, using Stokes' law, is

$$
\begin{equation*}
\oint \vec{H} \cdot d \vec{\ell}=\int_{S} \vec{J} \cdot d \vec{S} \tag{54}
\end{equation*}
$$



Fig. 8. Geometry for estimating surface-burst magnetic fields.

One can choose the line integral to be at a constant radius $r$ and the surface $S$ to be on the air/ground interface. One then obtains

$$
\begin{equation*}
2 \pi r H_{\phi}=\pi r^{2} J_{n} \tag{55}
\end{equation*}
$$

where $J_{n}$ is the normal current density through the air/ground interface. Thus

$$
\begin{equation*}
H_{\phi}=\frac{I}{2 \pi r} \tag{56}
\end{equation*}
$$

where $I$ is the total current flowing norma11y throush the surface. Hence, the magnetic field at a given radius can be found from a knowledge of the total current flowing vertically through the surface inside that radius.

One can estimate the total current through the ground in the following manner. Consider the wedge shown in Fig. 8 through which the Compton current flows to reach an observer at radius $r$. Assume that all currents within a skin depth of the surface flow back through the ground and that all currents abcve this flow back radially. If there is no charge buildup, the total vertical current will then equal the total current through the right-hand vertical end of the wedge, i.e.,

$$
\begin{equation*}
I=2 \pi r \delta J^{c} \tag{57}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{\phi}=\delta J^{c} \tag{58}
\end{equation*}
$$

where $J^{C}$ is the Compton current at radius $r$ and the skin depth $\delta$ of a plasma is given by

$$
\begin{equation*}
\delta=\sqrt{2 / \omega \mu_{0} \sigma} \tag{59}
\end{equation*}
$$

where $\omega$ is the frequency of an oscillatory waveform.
At early times one often assumes that the current rises as $e^{\alpha t}$. A characteristic skin depth is then

$$
\begin{equation*}
\delta=\sqrt{2 / \alpha \mu_{0} \sigma} \tag{60}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{\phi} \simeq \sqrt{\frac{2}{\alpha \mu_{o}}} \frac{J^{c}}{\sqrt{\sigma}} \tag{61}
\end{equation*}
$$

Since $\sigma$ and $J^{c}$ are both rising as $e^{\alpha t}$, it follows from (61) that

$$
\begin{equation*}
H_{\phi} \sim e^{\alpha t / 2} \tag{62}
\end{equation*}
$$

At later times, one can assume

$$
\begin{equation*}
\delta \sim \sqrt{t / \sigma} \tag{63}
\end{equation*}
$$

so that

$$
\begin{align*}
\mathrm{H}_{\phi} & \sim J^{\mathrm{c}} \sqrt{\mathrm{t} / \sigma} \\
& \sim \frac{J^{\mathrm{c}}}{\sigma} \sqrt{\sigma t} \tag{64}
\end{align*}
$$

This last expression is useful since $J^{c} / \sigma$ is just the saturated electric field, which is approximately a constant. Thus, the time history of $H_{d}$ in this regime depends upon $\sqrt{\sigma t}$. The peak $H_{\phi}$ will then occur near the peak of the gamma pulse and Compton current. After the peak, $H_{\phi}$ varies
only as the square root of gama flux. As a result, $H_{\phi}$ does not decrease much during the remainder of the diffusion phase.

In the quasi-static phase, the divergence of the total current density must vanish, and $\vec{E}$ must be derivable from a potential $\phi$ which must satisfy

$$
\begin{equation*}
\nabla \cdot(\sigma \nabla \phi)=\nabla \cdot \overrightarrow{j c} \tag{65}
\end{equation*}
$$

Longmire has shown that the solution of this problem is such that the electric field and the conduction current are very nearly in the $\theta$ direction. Thus while the Compton current flows outward radially, the return conduction current flows down to the ground in the $\theta$ direction.

We have not discussed here the EMP problem in the ground, which is dominated by conductivity $[27,28]$. Soil conductivities and permittivities typlcally vary substantially with frequency and the water content of the soil.

### 1.1.2.2.3 EMP From Low-Altitude Bursts

For low-altitude nuclear bursts, the basic physics of EMP generation is quite similar to the mechanisms already discussed - the geometry and relative timing of the various effects aremore complicated, however.

For higher bursts (e.g., 30-50 km) the geomagnetic turning signal will be important, as it is for high-altitude bursts. However, as the altitude of the burst decreases, the magnitude of the geomagnetic turning signal also decreases because the increasing air density decreases Compton electron ranges and iffetimes. The air density gradient will still give an electric-dipole EMP following the magnetic-dipole signal.

At lower altitudes, the magnetic turning effects are small and the weak electric dipole source caused by the air density gradient becomes the dominant radiation mechanism. As the burst altitude is lowered still further, the gamma deposition region begins to intersect the ground, and the situation is similar to the ground-burst case discussed previously.


#### Abstract

The nature of low-altitude EMP thus changes from nearly a highaltitude EMP signal to a ground-burst signal as the altitude of the burst is lowered. As this transition is made, the magnitude of the radiated EMP becomes quite small. Low-altitude effects are thus often ignored in favor of the more severe system threats posed by the high altitude or ground-burst signal.


### 1.1.2.2.4 Dispersed EMP

The term "dispersed EMP" (DEMP) has been applied to describe the case where the radiated signal from a high-altitude nuclear burst misses the earth (e.g., when the ray is tangent to the earth's surface) and travels out into space after traversing the ionosphere. Since the ionosphere is a dispersive medium (i.e., different frequencies will travel at different velocities), the dispersed pulse leaving the ionosphere will be considerably different from the pulse entering. Calculations show that a monopolar high-altitude EMP signal will be converted to a much longer pulse that resembles a swept $C W$ waveform [29].

### 1.1.2.2.5 MHD EMP

Thus far, all of the various types of EMP discussed have resulted in early-time signals with characteristic times related to the radiation output of the nuclear device (i.e., milliseconds or less). Electromagnetic signals are also generated at much later times (tens of seconds after the burst) due to the hydromagnetic motion of the atmosphere and device debris. For simplicity, all such very late-time EMP signals are referred to here as magnetohydrodynamic electromagnetic pulse (MHD EMP).

A simple explanation which illustrates the basic ideas of MHD EMP is known as the magnetic bubble model. A nuclear burst will ionize the region of air surrounding it. This highly fonized region will also be heated and thus rise and expand as time progresses, according to the laws of hydrodynamics. Because it is highly cond cting, this "bubble" will also force out any nearby geomagnetic field lines as it expands. A simple calculational model is thus a perfectly conducting sphere with a time varying radius immersed in the earth's magnetic field. The net
effect is a change in the electromagnetic field due to the earth's magnetic field being pushed out.

This mechanism for generating EM signals has been postulated for some time [6]. Current theories are more complex and include such effects as motion of regions of the ionosphere. In any case, it appears that the resulting fields are quite low but they can exist over long time periods and large areas. There has thus been some recent concern with coupling to very long communication lines. Work on detailed MHD EMP calculations is presently underway.

### 1.1.2.2.6 SGEMP/IEMP

System-generated EMP (SGEMP) and internal EMP (IEMP) differ from other types of EMP previously discussed in that the current densities that drive the Maxwell equations are created by the interaction of the incident radiation (X-rays or gamma rays) with the system itself, rather than air or ground near the burst. The system of interest whether a satellite, missile, or ground vehicle, must therefore be close enough to the burst to intercept some of the emitted radiation.

One common example is an orbiting satellite within a direct line-of-sight of an exoatmospheric nuclear burst [30]. In this case the only radiation attenuation is the $r^{-2}$ geometric fall-off and $X$-rays will be the dominant source of electron emission from external surfaces of the satellite. The radiation will also penetrate the structure, and both X-rays and $\gamma$-rays will create free electrons inside the satellite. Because source currents can be generated anywhere within the system, simple hardening concepts such as external electromagnetic shielding may be much less effective than for other types of EMP.

A detailed discussion of the physics of SGEMP/IEMP would be too lengthy to include here. Calculated fields, currents and charges tend to be very system-specific and highly dependent upon assumed parameters of the incident radiation. General comments are thus difficult to make.

One point that should be made, however, is that SGEMP calculations often require a self-consistent treatment for the current densities used to drive Maxwell's equations. Here "self-consistent" means that the effects of the resulting electromagnetic fields on the subsequent motion of electrons which make up the source current density must be included. The driving current density is thus coupled to the resulting flelds, making the problem high1y non-linear. This self-consistent effect is especially important for SGEMP because many of the electrons are produced by incident X-rays and thus have low energies [31]. The motion of these low-energy photoelectrons is more easily influenced by the fields than higher-energy Compton electrons produced by incident gammas. Note that for other types of EMP, self-consistent effects are usually a minor correction but for SGEMP such effects may be dominant.

### 1.1.2.3 Calculational Techniques

### 1.1.2.3.1 Analytical Methods

Analytical methods are quite useful for gaining a general understanding of a phenomenon and for determining fust what parameters are important. Approximate analytical techniques have thus been used previously to explain the basic physics of different types of EMP. Such methods as variable transformations and ignoring certain terms in differential equations have been used to make the problem tractable and to identify the phases of the problem when certain physical effects are dominant.

As with most areas of physics, however, purely analytical techuiques are 1 imited in terms of the complexity of the problems which are soluble. Problems for which analytical solutions can be found are often far from realistic.

In the case of EMP, the combined set of differential equations used to describe the Compton source current, the air chemistry, and the resulting electromagnetic fields is obviousiy quite complex and complete analytical solutions can be found for such simple cases as those with spherical symnetry.

### 1.1.2.3.2 Numerical Methods

An alternative to analytical solutions is the use of numerical methods.

Numerical techniques using large, fast computers enable one to calculate the response of models which are much more realistic than can be treated with purely analytical methods. Computer calculations can be thought of as "numerical experiments." These "experiments" can be complicated and involved, depending upon the degree of realism desired. Numerical calculations can have the disadvantage of generating massive amounts of output data. Checking and understanding such results can be a difficult and time-consuming task. Errors are thus easily made and results are often misinterpreted.

Work on EMP computer codes started at about the same time as the detailed analytical studies did [32,33]. The early work and almost all subsequent numerical studies have been based on finite-difference equivalents of the various differential equations presented earlier. EMP codes are thus typically based on some time-stepping procedure combined with a spatial grid. Sometimes one spatial dimension is suppressed by expansion techniques, e.g., using spherical harmonics to represent the angular dependence of a spherical geometry, Such timedomain, finite-difference calculations make good sense when one remembers that the source current densities and the conductivities used in Maxwell's equations are strong functions of space and time. In fact, the rapid variation of such functions near the gamma wave front makes it of en advisable to finite-difference the retarded-time equations, rather than to work in real time. It has been discovered, however, that numerical solutions in retarded time can have stability problems [34] that require special numerical techniques.

Such EMP computer codes have been used to investigate the accuracy of various approximations made in analytical investigations. For example, the CHAP code has tested the accuracy of the high-frequency approximation (43) by including the ingoing wave in Maxwell's equations. Computer results show that the high-frequency approximation is indeed usually valid. Code calculations have also included detailed radiation sources, the full set of air chemistry equations, X-ray in addition to gamma ray effects, and self-consistent source current calculations. These effects
do, of course, change the details of the EMP signal produced. In general, however, such numerical studies have verified the overall accuracy of the general picture presented here.

Computer calculations also have certain limitations. Reasonable amounts of computer time and storage allocations mean that most EMP environment calculations assume a two-dimensional spatial geometry. Running such time-stepping codes to late times can also be a problem because of stability and accuracy limitations.

### 1.1.2.3.3 Comparison of Theory With Data

In the 1962 high-altitude test series there was at least one successful measurement of the high-altitude EMP waveform. The measurement was made by Wakefield of Los Alamos Scientific Laboratory, The result is shown in Fig. 9 along with a calculated EMP waveform and the same waveform after


Fig. 9. Comparisons of experimental and theoretical EMP waveforms.
being convolved with the instrumentation response function. The agreement between the two waveforms is fairly good, considering that the instrumentation response function is somewhat uncertain. Existing groundmburst EMP data also appears to be consistent with analytical and numerical predictions. The agreement between theory and measured data tends to indicate that our understanding of the physics of EMP is reasonably well developed.

### 1.1.2.3.4 Unknowns

Although the overall physics of EMP is fairly well understood, there are still areas of uncertainty. Also, specific system vulnerability issues are continually resulting in the need for further environment calculations and increased accuracy.

Among the major unknowns at the present time are certain details of air chemistry reaction rates, the nature of late-time radiation sources, and the entire problem of late-time (i.e., times greater than 100 msec ) EMP. Research into these areas is presently underway.
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## TOPOLOGICAL DECOMPOSITION OF SYSTEMS

The EMP ai:alysis of a large system is complicated by not only the physical and electrical complexity of the system but also the electrical properties of many system components that are not well understood throughout the EMP spectrum. To carry out the analysis it is often convenient conceptually to define a series of transfer functions (or, more precisely, operators) which relate the incident EMP signal to a response somewhere within the system.

One approach to determining these transfer functions for a large system is to subdivide, if possible, the system into a number of smaller, less complicated, and relatively independent pieces. The analyses of these smaller independent pieces are much easier to carry out, and the response of the entire system may then be constructed from the analyses of these pieces.

In order to facilitate the partitioning of a large system it is convenient to view the entire system as being constructed from a large number of conducting surfaced which attenuate or shicld, to a certain degree, the inctident electromagnetic wave as it propagates into the system. Thus, it is helpful to have a description of the electromagnetic shield topology, or a description of how the shielding surfaces of the system are configured, to perform such a decomposition of the system.

### 1.2.1 BASIC DECOMPOSITION CONCEPTS

The concept of shielding topology (or geometry)and its application to EMP analysis has been described in a number of reports [1-4]. One first defines a nu. c: of shield surfaces through which EMP energy penetrates al discrete or localized areas. The most obvious of such surfaces is, for example, the exterior akin of an all-metal aircraft with its windows, skin joints and antennas being points for energy penetration. Upon penetrating this outer skin additional surfaces
may be encountered, which serve to further enhance the shielding of the system. Smaller metallic enclosed areas in an aircraft, such as conduits and equipment housings, are examples of such additional surfaces. Similarly, inside these surfaces, another conducting surface may be evident in the form of shielding on cables.

For each of these surfaces one may define a number of fundamental problems for the determination of the energy penetration into and through the shielding regions. These problems include field penetration through apertures, direct energy propagation along insulated conductors piercing the shield and diffusion through the imperfectly conducting shield surfaces. Similarly, a number of mechanisms can be identified for energy propagation within a particular shielded region. For this internal propagation problem the transmission-1ine propagation is usually the most important mechanism.

As an example of the decomposition of a large problem into a set of smaller problems, consider a simplified interaction problem of a cable located inside a highly conducting shield with an aperture in it (Fig. 1).


Fig. 1. Simplified internal interaction problem with one port of entry for EMP energy.

Note that the shield could represent the skin of an aircraft, the outer surface of a shielded room, or any other reasonably well-shielded region. The steps in carrying out the internal interaction analysis depicted in Fig. I are solving the following elementary problems:
(1) Determine the equivalent sources within the aperture in terms of the surface current and charge densities on the exterior surface of the shield with the aperture completely covered up by perfect conductors. To do this of ten requires the assumptions that the aperture is electrically small and its dimensions are smaller than the local radii of curvature.
(2) With the equivalent sources determined in (1) compute the fields within the cavity.
(3) From the cavity fields determine the voltage and current sources exciting the cable.
(4) With the cable sources found in (3) compute the distribution of cable currents and voltages.

At this point, it may be necessary to repeat steps (1) through (4) if the cable in the problem happens to be a shielded cable with additional conductors within the shield.

As may be noted from this example, under certain assumptions the overall problem may be broken up into simpler, independent and tractable pieces, and the electromagnetic geometry or topology of the system provides the rationale for how the problem should be subdivided. It should be remembered, however, that this approach of treating the interaction problem is only approximate.

Once each of the subproblems in the above example, 1.e. ((a) relating the incident $\vec{E}^{1}, \vec{H}^{1}$ flelds to the outer surface charge and current, (b) relating the cable sources to a voltage or current ( $V, I$ ) on the cable at a particular observation point) has been solved, an approximate solution to the overall problem may be expressed via a series of transfer functions or operators as

$$
\begin{equation*}
(\mathrm{V}, \mathrm{I})=\mathrm{z}^{\text {cable }} \cdot \mathrm{z}^{\text {int }} \cdot \mathrm{z}^{\text {ext }} \cdot\left(\overrightarrow{\mathrm{E}}^{1}, \overrightarrow{\mathrm{H}}^{\mathrm{i}}\right) \tag{1}
\end{equation*}
$$

which may be written as

$$
\begin{equation*}
(V, I)=\binom{\Pi Z_{i}}{1}_{a p}\left(\vec{E}^{i}, \vec{H}^{1}\right) \tag{2}
\end{equation*}
$$

where the product $\Pi$ is over all the $Z$ 's comprising the path taken by the EMP energy. Note that the $Z$ 's depend on the location as well as the nature of the source. The subscript "ap" serves to remind one of the fact that the point of entry for EMP energy is the aperture. The notation ( $V, I$ ) indicates that either $V$ or $I$ is the quantity being calculated.

In the preceding example there was only one path for the EMP fields to excite the cable. In an actual system, her-aver, there may be many parallel paths simultaneously contributing to the response at a load. Consider the same cavity/cable problem previously examined, but now with a penetrating conductor (perhaps an antenna) which couples additional energy into the cavity, as illustrated in Fig. 2. This more complex


Fig. 2. Simplified internal interaction problein with two ports of entry for EMP energy.
problem can be solved by superimposing the result for the aperture penetration (path 1) with the result for the newly added coupling path (path 2). Similarly, the latter can be expressed as

$$
\begin{equation*}
(V, I)_{\text {path }} 2=\binom{I I Z_{i}}{i}_{\text {ant }} \cdot\left(\vec{E}^{i}, \overrightarrow{\mathrm{H}}^{i}\right) \tag{3}
\end{equation*}
$$

The total approximate solution for the two linear, independent paths has the form

This concept may be generalized for any number $j$ of linear, independent coupling paths to the following relation

$$
(V, I)_{\text {total }}=\sum_{j}\left(\begin{array}{c}
\Pi  \tag{5}\\
\text { path }
\end{array} z_{i}\right)_{j} \cdot\left(\vec{E}^{i}, \vec{H}^{i}\right)
$$

In the preceding examples, three basic phenomena have been illustrated. It will be useful to sumarize these here, since these concepts will be employed throughout this document. The first phenomenonis coupling of EMP energy. By this is meant the determination of local driving source terms, either voltage and current sources, or equivalently, $\vec{E}$, and $\vec{H}$ which induce currents and charges on the surface of a shielded enclosure. The enclosure may be the skin of an aircraft with the exciting field being the incident EMP, or it may be a cable shield with the exciting field being a cavity field.

The second concept is that of propagation. This refers to the movement of the induced currents and charges and/or electric and magnetic fields throughout some volume or shielding layer. Propagation is then the solution to the equations in response to the coupling sources.

The third mechanism, penetration, relates to the excication of the interior of a shielded region by the charges and currents residing on
the exterior surface of the region. These currents and charges may penetrate the surface through small apertures, penetrating conductors or by diffusion. This mechanism, then, refers to the conversion of the solution to the propagation problem into forms appropriate to be sources in the next shielding layer.

This entire process is referred to as EMP interaction within the particular region in question. If the problem involves the first shielding layer of a system, the term external interaction is often employed. Internal interaction is used to denote the EMP interaction process which occurs within the shielded regions inside the system. From this viewpoint the EMP interaction calculation for an entire system consists of a sequence of calculations of coupling, propagation and penetration within each shielding layer of the system. The results of an interaction calculation at one layer of the system thus serve as a starting point for another internal interaction calculation performed in a smaller, better shielded region. It must be emphasized again that the validity of this viewpoint lies in the assumption that each shielding layer is a very good shield.

### 1.2.2 DECOMPOSITION OF LAYERS

As discussed in the previous section, a large system may be divided into a number of smaller, relatively independent pieces for an approximate EMP analysis. The method of determining precisely how the system should be divided is based upon a study of the topology of the system. This, then, is essentially an investigation of the configuration and properties of the geometric volumes which comprise the system and which remain unchanged under deformation of the system, so long as no surface passes through another.

To permit a precise description of the structure of a large system, it is necessary to define a convention for labeling the various volumes and surfaces comprising the system. The following notation will be used throughout this section:
$V_{Y}=$ volumes of the system
$S_{\xi}=$ surfaces representing boundaries between various volumes The subscripts $\gamma$ and $\xi$ can represent one or more integers which serve to distinguish the various volumes and surfaces of the system. Generally, the subscript $\gamma$ is of the form $(j, k)$ and $\xi$ is of the form ( $j, k ; \ell, m$ ). However, for simple systems $\gamma$ and $\xi$ may comprise fewer numbers.

As an example, consider the schematic diagrain of a simple system shown in Fig. 3. For this particular case, the volume exterior to the


Fig. 3. Simplified shield topology.
system will be denoted by $V_{0}$, with the value of the subscript increasing by unity upon moving into the sys:em. Each surface $S_{j, k}$ separates the volumes $\mathrm{V}_{\mathrm{j}}$ and $\mathrm{V}_{\mathrm{k}}$. This diagram, representing the conducting surfaces of the system, is referrel to as the topological model of the system.

Thus, with this notaticn the surface $S_{0,1}$ reprosents the exterior surface of the system. Upon penetrating this surface, EMP energy propagates within volume $V_{1}$, penetrates surface $S_{1,2}$, propagates within volume $V_{2}$, etc., until it reaches the component level within
the system. The total number of shielding surfaces penetrated in this fashion is said to be the shielding level of the system.

In a conventional metal-skin aircraft, $S_{0,1}$ refers to the aircraft skin, and the $S_{1,2}$ shielding layer is of ten simply the braided shields of coaxial cables or the metallic shields surrounding electronic components. The b-1 aircraft is an example of a system with a possible shielding level of 3 , the three surfaces being the aircraft skin, the conduit enclosure designed for additional EMP protection, and the outer. conductor of shielded cables (if any) within the conduit.

It is to be noted that the above definition may not be sufficient to describe a complex system. An actual aircraft will have additional compartments located inside the $S_{0,1}$ surface, but which are part of $V_{1}$. These compartments, such as the bomb bay, wheel wells and equipment bays, can act much like a shielded enclosure and may be referred to as elementary volumes or subvolumes. The formalism applied to the analysis of the shielding propertles of the $S_{i, j}$ surfaces can also be used for treating these enclosures.

Because all of these elementary volumes occupy part of the same principal volume $V_{f}$, it is necessary to employ another subscript $k$ to distinguish the various regions. Thus, the kth suivolume within the jth region will be denoted $V_{j, k}$ with the subscript $k$ being dropped if no subvolumes exist. Fig. 4 shows a hypothetical example of a more complete version of a shielded system. Within the $V_{1}$ region, it is noted that there are four subvolumes denoted by $k=1,2,3$ and 4. These volumes can be identified as $V_{1,1}, V_{1,2}$, etc. Since a particular volume within a system can be labeled by two indices, $j$ and $k$, it is convenienc to refer to these indices as the longitudinal and transverse shielding numbers, respectively.

In this case, it is necessary to expand slightly the index on the term $S_{\xi}$ to permit a precise definition of the various surfaces. The surface dividing volumes $V_{j, k}$ and $V_{\ell, m}$ may be described as $S_{j, k ; \ell, m}$. Some of these surfaces are indicated in Fig. 4.


Fig. 4. A more general topological model.

Referring back to Fig. 3 the term external interaction can now be regarded as the determination of the currents and charges induced on the surface $S_{0,1}$ of a system due to external sources in $V_{0}$. The response may be either in the time or frequency domain and is calculated by solving an appropriate boundary-value problem. The results of the external-inceraction calculation on $S_{0,1}$ are then used to determine equivalent electromagnetic sources on this surface. These sources will radiate into $V_{1}$ and induce currents and charges over $S_{1,2}$. Internal. interaction within a typical volume $V_{j}$, therefore, may be formally defined as the excitation and propagation of charge and current on an internal longitudinal layer or surface $S_{j, j+1}$ due to sources on surface $S_{j-1, j}$ or within the volume $V_{j}$.

It is also desirable to introduce the concept of the order of the internal interaction, which may simply be denoted by the $j$-index of the
volume in which the internal interaction is being considered, or by the $j$-index of the surface $S_{i, j}$ for considerations of surface penetration. Thus, exterior penetrations (from $V_{0}$ to $V_{1}$ through $S_{0,1}$ ) are described as penetrations of first order, and internal interaction within $V_{1}$ is also said co be of first order. The maximum shielding order possible on a system is defined to be the level of shielding.

Another concept for analyzing large system problems is the interaction sequence diagram. This is a diagram of all possible interaction paths from one volume to another in the system topological model. A portion of the interaction sequence diagram for the geometry of Fig. 4 is illustrated in Fig. 5. The dotted lines represent the configuration


Fig. 5. Interaction sequence diagram.
of the system and the solid lines are the interaction paths from the outside volume $V_{0}$ to various volumes inside. The transfer operator for a particular path connecting the $V_{j, k}$ to the $V_{\ell, m}$ is denoted by $Z_{j, k ; i, m}$. For more than one point of entry, a superscript (1), (2), etc., will distinguish the different transfer operators if more than one path exists from one volume to another.

It is useful to examine a few possible types of interaction sequence diagrams for hypothetical systems. Fig. 6 shows this diagram for a system of shielding order of 0 . Fig. 7 is for a system of shielding order of 1 with the cable shields as the shielding layer, and Fig. 8 is for a system with the same shielding order but with the external skin being the shielding layer. Fig. 9 represents a case with a shielding order of 2 with the shielding layers being exterual skin and cable shielding.

In many practical cases, the largest contribution to a response within the system is due to transmission lines which provide a direct propagation path from one point to another. If only the direct connections are kept in the interaction sequence diagram, the result is a transmission-1ine network consisting of a number of junctions $J_{n}$, connected by various transmission lines, either single wire or multiconductor, forming a bundle or "tube," $T_{n, m}$, which connect functions $J_{n}$ and $J_{m}$. Fig, 10 illustrates a hypothetical transmission-1ine network which is similar to that encountered in EMP analysis problems.

The configuration of the transmission-line network thus formed from the interaction sequence diagram is similar to that of a low-frequency, lumped-element circuit. Fig. 11 illustrates the corresponding linear graph for a circuit, where there are a number of interconnected branches $B_{n, m}$ connecting nodes $N_{n}$ and $N_{m}$. The only difference between this graph and that for the network of transmission lines in Fig. 10 is that the voltage and current relationships at the nodes and branches are described in a different manner. The graph conflguration remains the same.


Fig. 6. EMP interaction sequence for unshielded system with unshielded cables: shielding order $=0$.


Fig. 7. EMP Interaction sequence for unshielded system with shielded cables: shielding order $=1$.


Fig. 8. EMP interaction sequence for shielded system with unshielded cables: shielding order $=1$


Fig. 9. EMP interaction sequence for shielded system with shielded cables: shielding ordex $=2$.


Fig. 10. Topology of interconnected transmissicn-line network.


Fig. 11. Topology of lumped element aircuit.

The relation between the fundamental elements of various network graphs discussed above and the interconnecting topological quantities of the system is iliustrated in table 1 . Note that tue first two cases sumarized in the table pertain to the propagation mechanisms of signals throughout the system, whereas the latter two describe the physicsl structure of the system.

### 1.2.3 HARDENING CONCEPTS

When a large system is viewed as being composed of a number of shielding layers, as described in the previous section, the conceptual approach to hardening such a system becomes apparent. By eliminating all electromagnetic energy penetration through one particular shielding surface, none of the shielded regions within this perfect shield, will be affected by the incident EMP. Expressed in terms of (5) this requirement implies that one element $Z_{i}$ for each of the $j$ interaction paths should be zero.

An actual system, however, does not have a perfect electromagnetic shield and, thus, one must settle for thing to control the signals induced within the system. For a large system which has been decomposed into appropriate'pieces one possible hardening approach is to exsmine the various terms of (5) to determine which interaction paths are most importan in providing the excitation to the interior of the system. This will aid the analyst in determining his priorities in hardening the system. A detailed discussion of hardness design and implementation on actual systems will be given in Part 3 of this document.

| Topoiogy | Basic Topological Quantity and Symbol | Interacting Topological Quantity and Symbol | Diagramatic Fozin of Topology |
| :---: | :---: | :---: | :---: |
| Circuit | Node $\mathbf{N}_{\mathbf{j}}$ | Branch $\mathrm{B}_{\mathbf{j}, \mathrm{k}} \longrightarrow$ | - |
| Transaission Line Network | Junction $\mathbf{J}_{\mathbf{J}}$ O | Tube $\mathrm{T}_{\mathbf{1}, \mathrm{k}}$ - | 0 |
| System | Volume $v_{j}$ | Surface $\mathbf{S}_{\mathbf{1 , k}}$ |  |
| Hierarchical System | Principal <br> Volume $\nabla_{j}$ <br> Elementary <br> Volume $\mathbf{V}_{\mathbf{j}, \mathrm{k}}$ | Principal Surface (Closed but Sometimes in More than One Part) $S_{j, k}$ <br> Elementary Surface (Usually Open but Sometimes Closed) $S_{j, k ; \ell, \mathrm{m}}$ |  |
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CHAPTER 1.3<br>FORMULATION OF INTERACTION PROBLEMS

The analysis of the interaction between a nuclear EMP and an aeronautical system often results in solving boundary-value problems for the Maxwell equations. These boundary-value problems can be formulated by the powerful integral-equation approach which is in no way restricted to those problem geometries that can be fitted into simple coordinate syctems. Sec. 1.3.1 will discuss various types of integral equations that have been employed in the analysis of EMP interaction problems.

In the case where the interaction exhibits a unique direction for energy transport, the Marwell equations will degenerate into a simpler set of coupled partial differential equations involving only one spatial variable, the so-calied telegraphist's equations for transmission lines. Sec. 1.3.2 is devoted to the discussion of the transmission-line approach to EMP interaction problems.

Very often one is concerned with the interaction problem in which the dimensions of the interaction geometry are much smaller than the wavelengths of interest. In this case the spatial variations of the interaction problem are unimportant and the Maxwell equations, after all spatial coordinates are integrated out, reduce to the Kirchoff circuit laws. Sec. 1.3.3 will show how the circuit approach can be applied to the formulation of EMP interaction problems.

### 1.3.1 INTEGRAL-EQUATION APPROACH

The integral-equation approach has several advantages which make it an attractive approach to solving EMP interaction boundary-value problems. The most noticeable advantage of the approach is its geometrical generality. This catholicity is precisely what is most needed to handle the complex system configurations of EMP interaction problems. The second advantage of the integral-equation approach is its compactness. An integral equation is a concise statement comprising both the equations of motion of the
elestromignetic fields and the initial or boundary conditions. This compact iess has more than mere economical appeal since, when it comes to making approximations on the integral equation, the approximations will be simultaneously compatible with all aspects of the problem. The third advantage of the integral-equation method is its computability. The integral equations for electromagnetic boundary-value problems are Inear. They are mathematically equivalent to systems of inear algebraic equations. Their properties are well known from linear algebra, and they can be solved numerically by standard somputational methods.

The objective of this section is to present in detail the derivations of certain general integral equations that have found ixtensive application in EMP interaction analysis.

### 1.3.1.1 Magnetic-Field Integral Equation

The scattering of electromagnetic waves by good conductors is a common problem in the analysis of practical situations. A general mathematical method to treat this type of calculation is therefore of great practical value. It will be shown below that this scattering problem can be formulated in terms of a surface integral equation of the second kind which is particularly suitable for numerical solution.

Consider the situation depicted in Fig. 1. A perfect conductor of finite extent in free space is illuminated by an incident electromagnetic wave which is generated by known sources located either at finite distances from the conductor or ar infinity. The incident wave is considered to be time-harmonic with angular frequency $\omega$. Its time variation is given by the time factor $e^{j \omega t}$.

The quantities of interest in this situation are the induced surface current and charge densities, $\vec{J}$ and $\rho$, which give rise to a scattered wave. If the surface of the conductor fits into an orthogonal coordinate system in which the Helwholtz equation is separable, the scattered wave can be determined by the well-known method of separation of variables. One need only expand the scattered wave into a complete set of appropriate eigen-


Fig. 1. Scattering of an incident electromagnetic wave by a perfectly conducting body.
functions of the Helmholtz equation and then determine the expansion coefficients by matching boundary and asymptotic conditions. But, simple $a s$ this method is, its applicability is severely limited by the stringent demand of equation separabilicy, and only a handful of coordinate systems can meet this requirement.

By contrast, the integral-equation approach is of great geometrical universality and, in principle, not restricted to a particular coordinate system. The integral equation to be derived presently is an equation for the induced surface current density. A knowledge of the surface current density is sufficient to determine the scattered wave. The equation is called a magnetic-field integral equation because its derivation rests on an integral representation of the magnatic field.

The time-harmonic fields $\vec{E}$ and $\vec{H}$ satisiy the following Maxwell equations in free space

$$
\begin{array}{ll}
\nabla \cdot \vec{E}=0, & \nabla \times \vec{E}=-j \omega \mu \vec{H}  \tag{1}\\
\nabla \cdot \vec{H}=0, & \nabla \times \vec{H}=j \omega \varepsilon \vec{E}
\end{array}
$$

In solving specific problems, it is often expedient to introduce a scalar potential $\phi$ and a vector potential $\vec{A}$ such that

$$
\begin{equation*}
\vec{E}=-\nabla \phi-j \omega \vec{A}, \quad \vec{M}=\frac{1}{\mu} \nabla \times \vec{A} \tag{2}
\end{equation*}
$$

If one imposes on the potentials the Lorentz condition

$$
\begin{equation*}
\nabla \cdot \overrightarrow{\mathrm{A}}+j \omega \mu \varepsilon \phi=0 \tag{3}
\end{equation*}
$$

then one finds from (1) that the potentials individually satisfy the Helmholtz equation

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) \phi=0, \quad\left(\nabla^{2}+k^{2}\right) \vec{A}=0 \tag{4}
\end{equation*}
$$

with

$$
\begin{equation*}
k^{2}=\omega^{2} \mu \varepsilon \tag{5}
\end{equation*}
$$

The source of $\phi$ turns out to be the electric charge distribution $\rho$, and that of $\vec{A}$ the electric current distribution $\}$.

In the interaction problem shown in Fig. 1, one can express the vector potential $\vec{A}^{s}$ of the scattered wave as a surface integral over its source, namely, the electric current density $J$ on the surface of the conductor

$$
\begin{equation*}
\vec{A}^{s}(\vec{r})=\mu \int_{S} \vec{J}\left(\vec{r}^{\prime}\right) G\left(\vec{r}, \vec{r}^{\prime}\right) d S^{\prime} \tag{6}
\end{equation*}
$$

where $G$ is a free-space Green's function of the Helmholtz equation (4), satisfying the outgoing-wave condition at infinity

$$
\begin{equation*}
G\left(\vec{r}, \vec{r}^{\prime}\right)=\frac{1}{4 \pi\left|\vec{r}-\vec{r}^{\prime}\right|} e^{-j k\left|\vec{r}-\vec{r}^{\prime}\right|} \tag{7}
\end{equation*}
$$

In (6), $\overrightarrow{\mathbf{r}}$ refers to a field point exterior to the conductor; $\vec{r}^{\prime}$ refers to a source point on the conductor's surface denoted by $S$; and the surface integral extends over all the source points $\vec{r}^{\prime}$ on $S$. Therefore the total
magnetic field $\vec{H}$ in free space, being the sum of the incident and the scattered magnetic fields, has the following integral representation

$$
\begin{equation*}
\vec{H}(\vec{r})=\vec{H}^{1}(\vec{r})+\int_{S} \nabla \times\left[\vec{J}\left(\vec{r}^{\prime}\right) G\left(\vec{r}^{\prime}, \vec{r}^{\prime}\right)\right] d S^{\prime} \tag{8}
\end{equation*}
$$

where the operator $\nabla$ acts on the field-point position vector $\vec{r}$.
An integral equation for the surface current density $\vec{J}$ can be derived by letting the fleld point $\vec{r}$ approach the conductor's surface $S$. One has In this limit the well-known relation between the tangential component of the total magnetic field and the surface current density on a perfect conductor

$$
\begin{equation*}
\vec{J}(\vec{r})=I_{n}(\vec{r}) \times \vec{H}(\vec{r}) \quad \text { on } S \tag{9}
\end{equation*}
$$

where $\vec{I}_{n}(\vec{r})$ denotes the unit normal vector on $S$ at $\vec{r}$ pointing into free space. Combining (8) and (9), one obtains an integral equation for $\overrightarrow{\}}$

$$
\begin{equation*}
J(\vec{r})=\vec{I}_{n}(\vec{r}) \times \vec{H}^{i}(\vec{r})+\underset{\vec{r}^{\prime \prime} \rightarrow \vec{r}}{1 \operatorname{lm}_{S}} \int_{S^{\prime}} \vec{I}_{n}(\vec{r}) \times \nabla^{\prime \prime} \times\left[\vec{J}\left(\vec{r}^{\prime}\right) G\left(\vec{r}^{\prime \prime}, \vec{r}^{\prime}\right)\right] d S^{\prime} \tag{10}
\end{equation*}
$$

where $\vec{r}$ and $\vec{r}^{\prime}$ both lie on $S$ and the operator $\nabla^{\prime \prime}$ acts on the dummy variable $\overrightarrow{\mathbf{r}}^{\prime \prime}$ 。

Eq. (10) cannot be regarded as the final form of the integral equation, inasmuch as the 1 imiting process indicated therein has yet to be performed. The limit cannct be evaluated by a simple substitution of $\vec{r}$ for $\vec{r}^{\prime \prime}$ because the expression so obtained has an infinity in the integrand for $\vec{r}^{\prime}$ equal to $\vec{r}$, and is by itself utterly meaningless. However, by carefully analyzing the behavior of the integral as $\vec{r}^{\prime \prime}$ approaches $\vec{r}$, one can shown that a welldefined limit does exist.

Fig. 2 shows a portion of the conductor's surface $S$ containing the point $\vec{r}$. The field point $\vec{r}^{\prime \prime}$, exterior to the conductor, can be taken to approach $\vec{r}$ along the unit outward normal vector $\vec{I}_{n}(\vec{r})$ at $\vec{r}$. When $\vec{r}^{\prime \prime}$ is


Fig. 2. Portion of the conductor's surface $S$ around the point $\vec{r}$. The field point $\vec{r}^{\prime \prime}$ is to approach $\vec{r}$ on $S$ along the unit normal vector $\vec{I}_{n}(\vec{r})$ to $S$ at $\vec{r}$. $D$ is a small circular disk on $S$ centered at $\overrightarrow{\mathfrak{r}}$. The source point $\vec{r}{ }^{\prime}$ lies on $S$.
very close to $\vec{r}$, the integrand in (10), considered as a function of $\vec{r} \prime$, can be seen to develop a sharp peak at $\vec{r}^{\prime}=\overrightarrow{\mathrm{r}}$. For the purpose of evaluating the surface integral over $S$, it is expedient to break the integral up into two parts. One part extends over a small circular disk $D$ centered at $\vec{r}$, as shown in Fig. 2. The other part extends over the remaining surface denoted by S-D. That is,

$$
\begin{equation*}
\int_{S}^{I}(\vec{r}) \times \nabla^{\prime \prime} \times\left[\vec{J}\left(\vec{r}^{\prime}\right) G\left(\vec{r}^{\prime \prime}, \vec{r}^{\prime}\right)\right] d S^{\prime}=\int_{D}+\int_{S-D} \tag{11}
\end{equation*}
$$

The integral over $D$ will capture most of the contribution from the peak in the integrand. Consider first the integral over the disk $D$

$$
\begin{equation*}
\int_{D}-\int_{D} \vec{I}_{n}(\vec{r}) \times \nabla^{\prime \prime} \times\left[\vec{J}\left(\vec{r}^{\prime}\right) G\left(\vec{r}^{\prime \prime}, \vec{r}^{\prime}\right)\right] d S^{\prime} \tag{12}
\end{equation*}
$$

When $D$ is sufificiently small, the current density $\vec{\xi}\left(\vec{r}{ }^{\prime}\right)$ can be regarded as uniform throughout $D$ and replaceable by its value $\vec{J}(\vec{r})$ at $r$. Then, since
$\vec{I}_{n}(\vec{r}) \cdot \vec{J}(\vec{r})=0$ ，one obtains from（12）the expression

$$
\begin{equation*}
\int_{D}=-\vec{J}(\vec{r}) \int_{D} \vec{I}_{n}(\vec{r}) \cdot \nabla^{\prime \prime} G\left(\vec{r}^{\prime \prime}, \vec{r}^{\prime}\right) \mathrm{d} S^{\prime} \tag{13}
\end{equation*}
$$

Because both $D$ and $\left|\vec{r}^{\prime \prime}-\vec{r}\right|$ are small，one has，to leading order in $\left|\vec{r}^{\prime \prime}-\vec{r}\right|$ ，

$$
\begin{equation*}
\nabla^{\prime \prime} G\left(\vec{r}^{\prime \prime}, \vec{r}^{\prime}\right)=\frac{1}{4 \pi} \nabla^{\prime \prime}\left(\frac{1}{\left|\vec{r}^{\prime \prime}-\vec{r}^{\prime}\right|}\right)=\frac{-1}{4 \pi} \frac{\vec{r}^{\prime \prime}-\overrightarrow{\mathbf{r}}^{\prime}}{\left|\overrightarrow{\mathbf{r}}^{\prime \prime}-\overrightarrow{\mathbf{r}}^{\prime}\right|^{3}} \tag{14}
\end{equation*}
$$

Substituting（14）into（13）one obtains

$$
\begin{equation*}
\int_{D}=\frac{1}{4 \pi} \vec{\jmath}(\vec{r}) \Omega_{D}\left(\vec{r}^{\prime \prime}\right) \tag{15}
\end{equation*}
$$

where $\Omega_{D}\left(\vec{r}^{\prime \prime}\right)$ is simply the solid angle subtended by the disk $D$ at the point ざ。

With（15）established，one can proceed to take the limit $\overrightarrow{\mathbf{r}}^{\prime \prime} \rightarrow \overrightarrow{\mathbf{r}}$ ． Furthermore，since the size of the disk $D$ is arbitrary，one can append to this operation a second limiting process consisting of letting the radius of $D$ shrink to 0 ，that $1 s$ ．

$$
\begin{equation*}
\lim _{\mathbf{r}^{\prime \prime} \rightarrow \vec{r}} \int_{S}=\lim _{D \rightarrow 0} \lim _{\mathbf{r}^{\prime \prime} \rightarrow \overrightarrow{\mathrm{r}}}\left(\int_{D}+\int_{S-D}\right) \tag{16}
\end{equation*}
$$

Under this double limit，one sees that

$$
\begin{equation*}
\lim _{D \rightarrow 0} \overrightarrow{\mathbf{r}}^{\prime \prime} \rightarrow \overrightarrow{\mathrm{r}} \mathrm{im}_{D}=\frac{1}{2} \overrightarrow{\mathrm{~J}}(\overrightarrow{\mathbf{r}}) \tag{17}
\end{equation*}
$$

since the scild angle $\Omega_{D}\left(\vec{r}^{\prime \prime}\right)$ tends to $2 \pi$ ，and that

$$
\begin{align*}
\lim _{D \rightarrow 0} \vec{r}^{\prime \prime}+\dot{r}_{r} \int_{S-D} & =\lim _{D \rightarrow 0} \int_{S-D} \vec{I}_{n}(\vec{r}) \times \nabla \times\left[\vec{J}\left(\vec{r}^{\prime}\right) G\left(\vec{r}_{r} \vec{r}^{\prime}\right)\right] d S^{\prime}  \tag{18}\\
& =P \int_{S} \vec{I}_{n}(\vec{r}) \times \nabla \times\left[\xi\left(\vec{r}^{\prime}\right) G\left(\vec{r}^{\prime}, \vec{r}^{\prime}\right)\right] d S^{\prime}
\end{align*}
$$

by definition of the Canchy principal value of a two-dimensional integral denoted symbolically by the prefix $P$.

To examine the exact nature of the integrand of (18) at $\overrightarrow{\mathbf{r}}^{\prime}=\overrightarrow{\boldsymbol{r}}$ one recalls that, when the fleld point $\overrightarrow{\mathbf{r}}$ " approaches the point $\overrightarrow{\mathbf{r}}$ on the surface $S$, as illustrated in Fig. 2, the integrand of the surface integral over $S$ in (10) develops a sharp peak at $\vec{r}^{\prime}=\vec{r}$. Furthermore, it has been ahown in (17) that, in the limit $\vec{r}^{\prime \prime} \rightarrow \vec{r}$, this peak actually yields a finite contribution to the integral even when the integral is evaluated only over a disk of vanishingly small area centered at the point $\vec{r}$. This result clearly indicates that, in the $1 f m i t \overrightarrow{\mathbf{r}}^{\prime \prime} \rightarrow \overrightarrow{\mathrm{r}}$, the peak evolves into a twodimensional $\delta$-function situated at $\vec{r}$. In fact, the findings frow (11) to (18) can be summed up by the following formula with the symbol $P$ treated as an operator

$$
\begin{align*}
\overrightarrow{\mathbf{r}}^{\prime \prime} \rightarrow \vec{r}_{\mathbf{n}}(\vec{r}) \times \nabla^{\prime \prime} \times & {\left[\vec{J}\left(\vec{r}^{\prime}\right) G\left(\vec{r}^{\prime \prime}, \vec{r}^{\prime}\right)\right]=\frac{2}{\overline{2}} f(\vec{r}) \delta^{(2)}\left(\vec{r}_{r} \cdot \vec{r}^{\prime}\right) }  \tag{19}\\
& +P\left\{\vec{I}_{\mathbf{n}}(\vec{r}) \times \nabla \times\left[\vec{J}\left(\vec{r}^{\prime}\right) G\left(\vec{r}, \vec{r}^{\prime}\right)\right]\right\}
\end{align*}
$$

where $\vec{r}^{\prime \prime}$ is to approach $\overrightarrow{\mathbf{r}}$ frow the outside of the closed surface $S$, and ${ }_{\delta}{ }^{(2)}$ denotes the two-dimensional $\delta$-function. This fol nula shows that, in the limit $\vec{r}^{\prime \prime} \rightarrow \vec{r}$, the integrand in (10) is the superposition of a $\delta$-function at $\vec{r}^{\prime}=\vec{r}$ and a background designated by the symbol $P$. It can be shown that the latter function without the symbol $P$ yanishes as $\vec{r}^{\prime}$ approaches $\vec{r}$, and hence the principal-value integral sy.⿰Dol $P$ is not needed in (18) and the final form of the magnetic-field iategral equation is

$$
\begin{equation*}
\left.\frac{1}{2} \vec{J}^{(\vec{r}}\right)-\int_{S} I_{n}(\vec{r}) \times\left[\vec{J}\left(\vec{r}^{\prime}\right) \times \nabla^{\prime} G\left(\vec{r}, \vec{r}^{\prime}\right)\right] d S^{\prime}=\vec{I}_{n}(\vec{r}) \times \vec{H}^{i}(\vec{r}) \tag{20}
\end{equation*}
$$

Of graver concern to the numerical. analyst is the question of uniqueness. The magnetic-field integral equation (20) is a nonhomogeneous inear equation. Therefore, for any given solution of the equation, one can construct a secund solution by adding to the first one a solution of the homogeneous equation

$$
\begin{equation*}
\frac{1}{2} \vec{J}(\vec{r})-\int_{S} \vec{I}_{n}(\vec{r}) \times\left[\vec{\zeta}\left(\vec{r}^{\prime}\right) \times \nabla^{\prime} G\left(\vec{r}_{r}, \vec{r}^{\prime}\right)\right] d S^{\prime}=0 \tag{21}
\end{equation*}
$$

Consequently, a necessary condition for (20) to have a unique solution is that the solution of (21) be identically zero. The latter condition findeed holds for almost all values of the frequency. However, there do exist an infinite number of discrete, real values of $k$ for which (21) has nontrivial solutions. These values correspond to the frequencies of certain eigenmodes of the cavity enclosed by the surface $S$. One can show that, except at those special k-values, the solution of (20) is indeed unique.

But the numerical analyst is hard hit by the existence of k-values, albeit discrete, for which the homogeneous equation (21) has nonzero solutions. In general, a numerical solution of the integral equation (20) consists of a conversion to a system of linear algebraic equations and a subsequent matrix inversion. When the frequency of the incident wave approaches one of the cavity eigenfrequencies, the matrix to be inverted becomes progressively close to being singular, resulting in a serious loss of numerical accuracy. The situation is all the more painful since the precise distribution of these eigenfrequencies is not known without first solving the eigenvalue problem (21).

Examples of the appilcation of the magnetic-field integral equation to EMP interaction problems can be found in [1-5].

### 1.3.1.2 Electric-Field Integral Equation

The problem of the scattering of a monochromatic electromagnetic wave by a conductor, as depicted in Fig. 1, can be formulated in terms of yet another equation. This formualtion is generalizable to the case of a finitely couducting scatterer. It is based on an integral representation of the electric field. The equation so derived is called an electric-field integro-differential equation.

One can express the electric field $\vec{E}^{s}(\vec{r})$ of the scattered wave at a field point $\overrightarrow{\mathbf{r}}$ in terms of the vector potential $\vec{A}^{\mathbf{g}}(\overrightarrow{\mathrm{r}})$ by eliminating the scalar potential betwe 3 (2) and (3)

$$
\begin{equation*}
\vec{E}^{s}(\vec{r})=-j \omega\left(\frac{1}{I}+\frac{1}{k^{2}} \nabla \nabla\right) \cdot \vec{A}^{s}(\vec{r}) \tag{22}
\end{equation*}
$$

where $\mathbb{I}^{\prime}$ is the unit dyad. The vector potential $\vec{A}^{8}$ is a linear functional of the induced surface current density $\bar{J}$ flowing on the surface $S$ of the scatterer, as given in (6). Denoting the electric field of the incident wave by $\vec{E}$, one obtains the following integral representation for the total electric fleld $\vec{E}(\vec{r})$ at a field point $\vec{r}$ exterior to the scatterer

$$
\begin{equation*}
\vec{E}(\vec{r})=\vec{E}^{i}(\vec{r})-j \omega \mu\left(\vec{I}+\frac{1}{k^{2}} \nabla \nabla\right) \cdot \int_{S} \vec{f}^{\prime}\left(\vec{r}^{\prime}\right) G\left(\vec{r}^{\prime}, \vec{r}^{\prime}\right) d S^{\prime} \tag{23}
\end{equation*}
$$

Let the fleld point $\vec{r}$ approach the conductor's surface $S$. In this limit the integral representation (23) for the electric field does not require any special treatment, unlike in the case of the integral representation (8), for the magnetic field. Although the Green's function $G$ displays in this Iimit a linear infinity at $\vec{r}^{\prime}=\vec{r}$, this singularity occurs under a surface integral and can be removed by a simple change of integration variables. Therefore, for $\vec{r}$ lying on $S$, (23) is an integral representation of the total electric field on the surface of the scatterer. Note that one should not bring the dyadic operator $\nabla \nabla$ inside the integral since, after the two differentiations, the integrand would become too singular at $\vec{r}^{\prime}=\vec{r}$.

An integral equation for the induced surface current density $\mathcal{J}$ is derived by imposing the appropriate boundary condition on the total electric field on the surface of the scatterer. For a perfectly conducting scatterer, the tangential component of the total electric field on the surface must vanish. This condition is satisfied if

$$
\begin{equation*}
\vec{I}_{n}(\vec{r}) \times \vec{E}(\vec{r})=0 \quad \text { for } \vec{r} \text { on } s \tag{24}
\end{equation*}
$$

Upon substitution of (23) into (24), the following equation results

$$
\begin{equation*}
j \omega \mu I_{n}(\vec{r}) \times\left(\ddot{I}+\frac{1}{k^{2}} \nabla \nabla\right) \cdot \int_{S} \vec{J}^{\left(\vec{r}^{\prime}\right) G\left(\vec{r}, \vec{r}^{\prime}\right) d S^{\prime}=\vec{I}_{n}(\vec{r}) \times \vec{E}^{1}(\vec{r}): ~} \tag{25}
\end{equation*}
$$

Inasmuch as the differential operators are outside the integral, (25) is really an integro-differential equation. Its numerical solution is subject to the same difficulty arising from nonuniqueness as that encountered previously with the magnetic-field integral equation. Essentially, uniqueness of solution does not hoid for (25) whenever the homogeneous equation, obtained by actting $\vec{E}^{1}=0$, possesses nonzero solutions. This happens at an infinite aet of discrete, real values of $k$. Each $k$-value corresponds to the frequency of an eigenmode of the cavity bounded by the surface $S$. These cavity eigenmodes satisfy the Maxwell equations (1) and the boundary condition $\vec{I}_{n} \times \vec{E}=0$ on $S$.

Eq.(25) can be generalized to accommodate a scatterer with less-thanperfect, albeit good, conductivity. On the surface of a good conductor, one can impose the surface impedance boundary condition

$$
\begin{equation*}
Z_{n}(\vec{r}) \vec{J}(\vec{r})=-\vec{I}_{n}(\vec{r}) \times\left[\vec{I}_{n}(\vec{r}) \times \vec{E}(\vec{r})\right] \tag{26}
\end{equation*}
$$

where $Z_{s}(\vec{r})$ is the scalar surface impedance of the scatterer at $\vec{r}$. Substituting (23) into (26), one obtains the following integro-differential equation

$$
\begin{gather*}
Z_{B}(\vec{r}) \vec{J}(\vec{r})-j \omega \mu \vec{I}_{n}(\vec{r}) \times\left[I_{n}(\vec{r}) \times\left(\Psi_{1}+\frac{1}{k^{2}} \nabla \nabla\right) \cdot \int_{S} \ddagger\left(\vec{r}^{\prime}\right) G\left(\vec{r}, \vec{r}^{\prime}\right) d S^{\prime}\right]  \tag{27}\\
\cdots-I_{n}(\vec{r}) \times\left[\vec{I}_{n}(\vec{r}) \times \vec{E}^{i}(\vec{r})\right]
\end{gather*}
$$

Its solution is unique since the surface impedance generally has a dissipative part, and this implies that cavity eigenmodes cannot occur at real frequencies.

Examples of the application of the electric-field integral equation to EMP interaction problems can be found in [6-8].

### 1.3.1.3 Thin-Wire Integral Equation

When the ecatterer is a thin wire, the electric field integro-differential equation becomes practically one-dimensional. In this reduced form it is
applied extensively to the analysis of the wire antennas. The calculation is relatively simple for the case of a atraight thin wire, and can be performed with a minimum of approximations. The following analysis will be confined to the straight-wire geometry.

Fig. 3 illustrates a straight wire scatterer. The wire iles along the


Fig. 3. Scattering of an incident electromagnetic wave by a thin, straight, conducting wire of length $\&$ and cross-sectional radius a.
$z$-axis of a cylindrical coordinate system from $z=0$ to $z=\ell$. It has a circular cross-section of radius a which, for a thin wire, is much smaller than both $\ell$ and the wavelength of the incident wave.

The induced surface current density on the thin wire has mainly an axial component $J_{2}$. The circumferential component $J_{\phi}$ and the radial component $J_{\rho}$ on the two ends are negligible. In this limit the vector integral equation (27) simplifies to the following scalar equation for fust the component $J_{2}$

$$
\begin{align*}
Z_{z} J_{z}(\phi, z)+j \omega \mu\left(1+\frac{1}{k^{2}} \frac{\partial^{2}}{\partial z^{2}}\right) & \int_{0}^{2 \pi} a d \phi^{\prime} \int_{0}^{\ell} d z^{\prime} J_{z}\left(\phi^{\prime}, z^{\prime}\right) G\left(\phi, z ; \phi^{\prime}, z^{\prime}\right)  \tag{28}\\
& =E_{z}^{1}(a, \phi, z)
\end{align*}
$$

where

$$
\begin{equation*}
G\left(\phi, z ; \phi^{\prime}, z^{\prime}\right)=\frac{e^{-j k \sqrt{4 a^{2} \sin ^{2}\left[\left(\phi-\phi^{\prime}\right) / 2\right]+\left(z-z^{\prime}\right)^{2}}}}{4 \pi \sqrt{4 a^{2} \sin ^{2}\left[\left(\phi-\phi^{\prime}\right) / 2\right]+\left(z-z^{\prime}\right)^{2}}} \tag{29}
\end{equation*}
$$

and the impedance $Z_{8}$ is assumed to be uniform over the wire's surface.
The integral equation (28) is two-dimensional, and involves the two coordinates $\phi$ and $\%$. One can derive from it a one-dimensional integral equation for the total current $I(z)$ on the wire defined as

$$
\begin{equation*}
I(z)=\int_{0}^{2 \pi} \operatorname{ad\phi } J_{z}(\phi, z) \tag{30}
\end{equation*}
$$

by integrating (28) over $\phi$ from 0 to $2 \pi$. One then obtains the integral equation for a thin straight wire

$$
\begin{equation*}
Z_{s}^{\prime} I(z)+j \omega \mu\left(1+\frac{1}{k^{2}} \frac{d^{2}}{d z^{2}}\right) \int_{0}^{\ell} d z^{\prime} I\left(z^{\prime}\right) \bar{G}\left(z-z^{\prime}\right)=\bar{E}_{z}^{1}(z) \tag{31}
\end{equation*}
$$

where $Z_{s}^{\prime}$ is the series impedance per unit length of the wire given by

$$
\begin{equation*}
Z_{B}^{\prime}=\frac{Z_{s}}{2 \pi a} \tag{32}
\end{equation*}
$$

The kernel $\bar{G}\left(z-z^{\prime}\right)$ is the definite integral

$$
\begin{equation*}
\bar{G}\left(z-z^{\prime}\right)=\frac{1}{\pi} \int_{0}^{\pi} d \psi \frac{e^{-j k \sqrt{(2 a \sin \psi)^{2}+\left(z-z^{\prime}\right)^{2}}}}{4 \pi \sqrt{(2 a \sin \psi)^{2}+\left(z-z^{\prime}\right)^{2}}} \tag{33}
\end{equation*}
$$

which has only a logarithmic singularity at $z=z^{\prime}$, and $\vec{E}_{z}^{i}(z)$ la the angular average of $E_{2}^{1}(z)$, namely

$$
\begin{equation*}
\bar{E}_{z}^{1}(z)=\frac{1}{2 \pi} \int_{0}^{2 \pi} d \phi E_{z}^{1}(a, \phi, z) \tag{34}
\end{equation*}
$$

The thin-wire integro-differential equation (31) can be converted into a genuine integral equation by integrating out the differential part analytically, viz.,

$$
\begin{align*}
& \int_{0}^{\ell} d z^{\prime} I\left(z^{\prime}\right) \bar{G}\left(z-z^{\prime}\right)+\frac{z^{\prime}}{j z_{0}} \int_{0}^{z} d z^{\prime} I\left(z^{\prime}\right) \sin k\left(z-z^{\prime}\right)  \tag{35}\\
& \quad=C_{1} e^{-j k z}+C_{2} e^{j k z}+\frac{1}{j Z_{0}} \int_{0}^{z} d z^{\prime} \bar{E}_{z}^{\prime}\left(z^{\prime}\right) \sin k\left(z-z^{\prime}\right)
\end{align*}
$$

where $C_{1}$ and $C_{2}$ are two arbitrary constants and $Z_{0}$ is the impedance of free space. Eq. (35) is a mixture of a Fredholm and a Volterra integral equation. The two constants $C_{1}$ and $C_{2}$ are determined to satisfy the following two end conditions for the wire current

$$
\begin{equation*}
I(0)=I(\ell)=0 \tag{36}
\end{equation*}
$$

Eq.(35) is an integral equation for the electric current induced on a thin straight wire by an incident electromagnetic wave. If the wire is a cransmitting antenna, the averaged external field $\overline{\mathrm{E}}_{\mathrm{z}}^{\mathrm{e}}$ is prescribed on the surface of the wire. In this case one simply replaces $\bar{E}_{z}^{1}$ in (35) by $-\widetilde{\mathrm{E}}_{z}^{\mathrm{e}}$.

Examples of the application of the thin-wire integral equation can be found in [9-11].

### 1.3.1.4 Time-Domain Integral Equations

The integral equations derived so far are applicable to acatering and radiation csiculations in the frequency domain. They describe the excitation of conductors by time-harmonic sources. In principle, they can also be used to solve problems invoiving aperiodic and transient sources, such as an EMP or pulse generstor. This is done through the powerful technique of the Fourier or Laplace transform. In practice,
however, a frequency-domain approach to a transient problem necessitates the construction of a solution of the integral equation involved that is valid over a wide range of frequencies. Sometimes it may prove easier to formulate and solve the transient problem directly in the time domain [12]. Indeed, the. frequency-domin integral equations have their timedomain counterparts.

### 1.3.1.4.1 Time-Domain Magetic-Field Integral Equation

Consider the scattering of a general electromagnetic wave by a perfect conductor, as depicted in Fig. 1. The incident wave can have an arbitrary variation in apace and time. The electric and magnetic fieids of the acattered wave gainisfy the time-domain Maxwell equations in free space outaide the conductor

$$
\begin{array}{ll}
\nabla \cdot \overrightarrow{\mathrm{E}}^{8}=0, & \nabla \times \overrightarrow{\mathrm{E}}^{\mathrm{B}}=-\mu \frac{\partial}{\partial \mathrm{t}} \overrightarrow{\mathrm{H}}^{8}  \tag{37}\\
\nabla \cdot \overrightarrow{\mathrm{H}}^{8}=0, & \nabla \times \overrightarrow{\mathrm{H}}^{8}=\varepsilon \frac{\partial}{\partial \mathrm{t}} \overrightarrow{\mathrm{E}}^{8}
\end{array}
$$

These fields can be derived from a vcalar potential $\phi^{s}$ and a vector potential $\mathrm{A}^{8}$ such that

$$
\begin{equation*}
\vec{E}^{s}=-\nabla \phi^{s}-\frac{\partial}{\partial t} \overrightarrow{\mathbf{A}}^{s}, \quad \vec{H}^{B}=\frac{1}{\mu} \nabla \times \overrightarrow{\mathbf{A}}^{8} \tag{38}
\end{equation*}
$$

If the potentials are made to obey the Lorentz condition

$$
\begin{equation*}
\nabla \cdot \vec{A}^{B}+\frac{1}{c^{2}} \frac{\partial}{\partial t} \phi^{g}=0 \tag{39}
\end{equation*}
$$

where $a$ is the free-space light speed, then the acalar and vector potentials individually satisfy the wave equation

$$
\begin{equation*}
\left(\nabla^{2}-\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}\right) \phi^{8}=0, \quad\left(\nabla^{2}-\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}\right) \hbar^{8}=0 \tag{40}
\end{equation*}
$$

The retarded solutions of the wave equations (40) are

$$
\begin{align*}
& \phi^{B}(\vec{r}, t)=\frac{1}{4 \pi \varepsilon} \int_{S} \frac{\rho\left(\vec{r}^{\prime}, t-\left|\vec{r}-\vec{r}^{\prime}\right| / c\right)}{\left|\vec{r}-\vec{r}^{\prime}\right|} d S^{\prime}  \tag{41}\\
& \vec{X}^{B}(\vec{r}, t)=\frac{\mu}{4 \pi} \int_{S} \frac{\vec{S}\left(\vec{r}^{\prime}, t-\left|\vec{r}-\vec{r}^{\prime}\right| / c\right)}{\left|\vec{r}-\vec{r}^{\prime}\right|} d S^{\prime} \tag{42}
\end{align*}
$$

The charige and current densities, $\rho$ and $\ddagger$, satisfy the continuity equation

$$
\begin{equation*}
\frac{\partial}{\partial t} \rho+\nabla \cdot \xi=0 \tag{43}
\end{equation*}
$$

Substituting (42) into (38), one arrives at the following integral representation of the gcattered magnetic field $\overrightarrow{\mathrm{h}}^{\mathbf{8}}(\vec{r}, t)$ at a point $\dot{F}$ exterior to the ocatterer and at time $t$

$$
\begin{equation*}
\left.\vec{H}^{3}(\vec{r}, t)=\frac{1}{4 \pi} \int_{S}\left[\frac{J}{}\left(\vec{r}^{\prime}, \tau\right) \times \nabla^{\prime}\left(\frac{1}{R}\right)-\frac{1}{c R^{2}} \vec{R} \times \frac{\partial}{\partial \tau} \frac{t}{\left(\vec{r}^{\prime}\right.}, \tau\right)\right] d S^{\prime} \tag{44}
\end{equation*}
$$

where

$$
\begin{equation*}
\vec{R}=\overrightarrow{\mathbf{r}}-\overrightarrow{\mathbf{r}}, \quad R=|\vec{r}-\overrightarrow{\mathbf{r}}| \tag{45}
\end{equation*}
$$

and $\tau$ is the retarded time defined by

$$
\begin{equation*}
\tau=t-\frac{1}{c}|\vec{r}-\vec{r}| \tag{46}
\end{equation*}
$$

The operator $\nabla^{\prime}$ acts on the source point $\overrightarrow{\mathbf{r}}^{\prime}$. Eq. (44) expresses the magnetic field of the acattered wave at a point in space and time as a composition of excitations emanating from individual points of the scatterer's surface at specific retarded times

An intagral equation for the surface current density $\bar{f}$ is obtained by observing that, on the surface $S$ of a perfectiy conducting scatterer, the total magnetic field is related to the surface current density at all times through the equation

$$
\begin{equation*}
\xi(\vec{r}, t)=\vec{I}_{n}(\vec{r}) \times\left[\vec{H}^{1}(\vec{r}, t)+\vec{H}^{\mathbf{B}}(\vec{r}, t)\right] \tag{47}
\end{equation*}
$$

In evaluating the scattered magnetic field $\vec{H}^{B}$ on $S$, given in the form of the integral representation (44), one must exercise proper caution in handing the singularity in the integrand, just as in the derivation of the magnetic-field integral equation in the frequency domain.

It can be shown that as the field point $\vec{r}$ approaches $S$, the aingularity at $R=0$ in the second term of the integrand $\operatorname{In} \cdot(44)$ is integrable, and requires no special attention. The singularity in the first term, however, is more violent. It is in fact of the same type as that in (8). Consequently, the limiting value of the surface integral (44), as $\vec{r}$ approaches $S$, must be evaluated with the method applied previously to (10). Taking the limit $\vec{r}+S$ in (44) one obtaing the following timedomain integral equation for the induced surface current density $\bar{J}$ on the scatterer

$$
\begin{align*}
\frac{1}{2} \vec{J}(\vec{r}, t) & -\frac{1}{4 \pi} \int_{S} \vec{I}_{n}(\vec{r}) \times\left[\vec{J}\left(\vec{r}^{\prime}, \tau\right) \times \nabla^{\prime}\left(\frac{1}{R}\right)\right.  \tag{48}\\
& \left.-\frac{1}{c R^{2}} \vec{R} \times \frac{\partial}{\partial \tau} \vec{J}\left(\vec{r}^{\prime}, \tau\right)\right] d S^{\prime}=\vec{I}_{n}(\vec{r}) \times \vec{H}^{i}(\vec{r}, t)
\end{align*}
$$

At first glance, the time-domain magnetic-field integral equation (48) may appear to bear a close resemblance to its frequency-domain counterpart (20). This formal simularity, however, is actually quite deceptive. When it comes to solving the equations, each equation requires a totally differ.ent procedure. This difference in treatment is the reflection of a basic difference in the physical contents of the two equations. The frequencydomain integral equation describes a steady state of the scattering process, long after all transient effects are damped out. In this equilibrium condition, the current densities at different points on the scatterer's surface at one instant of time are closely interrelated. The integral equation is equivalent to a system of simultaneous linear algebraic equations. Its solution consists of a matrix inversion. On the other hand, the time-domain integral equation describes the transient excitation of the scatterer by an incident wave. Each part of the incident wave,
upon striking the scatterer's surface, creates a disturbance which then ripples out around the scatterer in the form of surface currents. The current density at a given point of the scatterer's surface at a given time is obtained by adding up all the disturbances reaching this point from all the points of the surface and generated at appropriate earlier times. A determination of the surface current density, that is to may, a solution of the time-domain integral equation, requires only integration and no matrix inversion. This difference in the solution procedure is a mathematical consequence of the fact that the frequency-domain Maxwell equations are of the elliptic type, while the time-domain Maxwell equations are of the hyperbolic type.

### 1.3.1.4.2 Time-Domain Electric-Field Integral Equation

Just as in the frequency domain, the time-domain scattering of an electromagnetic wave by a conductor can also be formulated in terms of an electric-field integral equation. The starting point of this formulation is an integral representation of the scattered electric field in the time domain. Using (38), (41) and (42), one can establish the following integral representation for the scattered electric field $\vec{E}^{s}(\vec{r}, t)$ at a point $\vec{r}$ exterior to the scatterer and at the time $t$, in terms of the retarded values of the surface charge density $\rho$ and the surface current density $\vec{J}$ induced on the scatterer's surface $S$

$$
\begin{equation*}
\vec{E}^{8}(\vec{r}, t)=-\frac{1}{4 \pi \varepsilon} \nabla \int_{S} \frac{d S^{\prime}}{R} \rho\left(\vec{r}^{\prime}, \tau\right)-\frac{\mu}{4 \pi} \int_{S} \frac{d S^{\prime}}{R} \frac{\partial}{\partial \tau} \xi\left(\vec{r}^{\prime}, \tau\right) \tag{49}
\end{equation*}
$$

Hence, if one now lets the field point $\overrightarrow{\mathbf{r}}$ approach the surface $S$ and imposes the following boundary condition on $S$

$$
\begin{equation*}
\vec{I}_{n}(\vec{r}) \times\left[\vec{E}^{i}(\vec{r}, t)+\vec{E}^{8}(\vec{r}, t)\right]=0 \tag{50}
\end{equation*}
$$

one arrives at an integro-differential equation involving $\rho$ and $\vec{J}$

$$
\begin{gather*}
\vec{I}_{n}(\vec{r}) \times\left[\frac{1}{4 \pi \varepsilon} \nabla \int_{S} \frac{d S^{\prime}}{R} \rho\left(\vec{r}^{\prime}, \tau\right)+\frac{\mu}{4 \pi} \int_{S} \frac{d S^{\prime}}{R} \frac{\partial}{\partial \tau} \vec{J}\left(\vec{r}^{\prime}, \tau\right)\right] \\
=I_{n}(\vec{r}) \times \vec{E}^{1}(\vec{r}, t) \tag{51}
\end{gather*}
$$

Note that, with the operator $\nabla$ kept outside of the integral in (51), the limit of the integral as $\vec{r}$ approaches $S$ can be taken without special ado.

Eq. (51) is equivalent to two scalar equations, but it contains three unknowns: $\rho$ and the two components of $\bar{J}$. It must therefore be supplemented by the continuity equation (43). The latter can be applied to eliminate $\rho$ from (51). Integrating (43) over time, one has

$$
\begin{equation*}
\rho\left(\vec{r}^{\prime}, \tau\right)=-\int_{-\infty}^{\tau} d \tau^{\prime} \nabla^{\prime} \cdot \vec{j}\left(\vec{r}^{\prime}, \tau^{\prime}\right) \tag{52}
\end{equation*}
$$

One has also assumed that in the infinitely remote past, before the incident wave reached the scatterer, the scatterer was uncharged. Substituting (52) into (51), one obtains the following final form of the timedomain electric-field integro-differential equation for the induced surface current density $\vec{J}$

$$
\begin{align*}
& I_{n}(\vec{r}) \times\left[-\frac{1}{4 \pi \varepsilon} \nabla \int_{S} \frac{d S^{\prime}}{R} \int_{-\infty}^{\tau} d \tau^{\prime} \nabla^{\prime} \cdot \vec{J}\left(\vec{r}^{\prime}, \tau^{\prime}\right)+\frac{\mu}{4 \pi} \int_{S} \frac{d S^{\prime}}{R} \frac{\partial}{\partial \tau} \vec{J}\left(\vec{r}^{\prime}, \tau\right)\right] \\
&=I_{n}(\vec{r}) \times \vec{E}^{1}(\vec{r}, t) \tag{53}
\end{align*}
$$

This is a fearsome-looking equation, but can be handled numerically on the computer in a straightforward fashion. Again, because of the appearance of the retarded time $\tau$ on the left-hand side of the equation, no matrix inversion is involved in the solution.

If one wishes, one can easily extend (53) to cover the case of finite scatterer conductivity, as was done previously in the frequency domain.

### 1.3.1.4.3 Time-Domain Thin-Wire Integral Equetion

The time-domain electric.field integral equation simplifies considerably when the scatterer is a thin straight wire. The thin-wire geometry makes it possible to go over from a two-dimensional problem to a one-dimensional one. Instead of taking the thin-wire limit of (53), it is easier to derive the time-domain thin-wire integral equation directly from the Maxwell equations.

From (38) and the Lorentz condition (39) one finds that

$$
\begin{equation*}
\frac{\partial}{\partial t} \vec{E}^{s}(\vec{r}, t)=c^{2}\left(\nabla \nabla-\vec{I} \frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}\right) \cdot \vec{A}^{3}(\vec{r}, t) \tag{54}
\end{equation*}
$$

With $\overrightarrow{\mathrm{A}}^{\text {s }}$ given by (42) and the boundary condition

$$
\begin{equation*}
\frac{\partial}{\partial t}\left[E_{z}^{1}(\vec{r}, t)+E_{z}^{s}(\vec{r}, t)\right]=0 \tag{55}
\end{equation*}
$$

imposed on the surface of the wire, one obtains the following time-domain thin-wire integro-differential equation for the total axial curient $I$

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial z^{2}}-\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}\right) \int_{0}^{\ell} d z^{\prime} I\left(z^{\prime}, t-\frac{\left|z-z^{\prime}\right|}{c}\right) g\left(z-z^{\prime}\right)=-\varepsilon \frac{\partial}{\partial t} \vec{E}_{z}^{i}(z, t) \tag{56}
\end{equation*}
$$

where the wire is taken to stretch from $z=0$ to $z=\ell$. The kernel is defined by

$$
\begin{equation*}
g\left(z-z^{\prime}\right)=\frac{1}{\pi} \int_{0}^{\pi} \frac{d \phi}{4 \pi \sqrt{(2 a \sin \phi)^{2}+\left(z-z^{\prime}\right)^{2}}} \tag{57}
\end{equation*}
$$

Which has a logarithmic singularity at $z=z^{\prime}$, and the averaged $\bar{E}_{z}^{1}$ is defined In the same way as (34).

Examples of the application of time-domain integral equations can be found in [13-16].

### 1.3.1.5 Aperture-Penetration Integral Equation

The need for calculating electromagnetic penetration through apertures arises frequently in the anslysis of EMP interaction. The typical configuration of aperture penetration is illustrated in Fig. 4.


Fig. 4. Penetration of an incident electromagnetic wave through an aperture into the interior of a.conducting body.

A shell made of perfectly conducting material is situated in free space, and excloses a cavity. The cavity opens onto the exterior of the shell by way of an aperture $A$. Let an electromagnetic wave be incident on the aperture from outside the shell. It is required to calculate the electromagnetic fields inside the cavity as a result of aperture penetration.

Suppose firat the aperture A is completely plugged up by a perfectlyconducting, infinitely-thin cover. This cover therefore forms with the outer surface of the shell a closed, perfectly-conducting surface $S_{+}$, while it forms with the cavity wali another closed, perfectly-conducting surface $S_{\text {_ }}$. The incident electromagnetic wave, assumed time-harmonic with time factor $e^{j \omega t}$, is scattered by the external, closed surface $S_{+}$. In the
aperture-penetration problem, the soiution of this auxillary scattering problem is assumed known.

Let the total external fields be

$$
\begin{equation*}
\vec{E}_{e x t}(\vec{r})=\vec{E}_{s c}(\vec{r})+\vec{E}_{1}(\vec{r}), \quad \vec{H}_{e x t}(\vec{r})=\vec{H}_{s c}(\vec{r})+\vec{H}_{1}(\vec{r}) \tag{58}
\end{equation*}
$$

and the total internal fields be

$$
\begin{equation*}
\vec{E}_{\text {int }}(\vec{r})=\vec{E}_{2}(\vec{r}), \quad \overrightarrow{\mathrm{H}}_{\text {int }}(\vec{r})=\vec{H}_{2}(\vec{r}) \tag{59}
\end{equation*}
$$

where $\vec{E}_{s c}$, $\vec{H}_{s c}$ are the short-circuited fields with the aperture completely plugged up by a perfectly-conducting cover. One finds that [17]

$$
\begin{equation*}
\overrightarrow{\mathrm{H}}_{1}(\vec{r})=\int_{S_{+}} j \omega \varepsilon{\stackrel{\leftrightarrow}{\Gamma_{e x t}}}\left(\vec{r}^{\prime}, \vec{r}^{\prime}\right) \cdot\left[\vec{I}_{n_{1}}\left(\vec{r}^{\prime}\right) \times \vec{E}_{1}\left(\vec{r}^{\prime}\right)\right] d S^{\prime} \tag{60}
\end{equation*}
$$

with $\vec{r}$ exterior to $S_{+}$, and that

$$
\begin{equation*}
\vec{a}_{2}(\vec{r})=\int_{S_{-}} j \omega \varepsilon \stackrel{\leftrightarrow}{r}_{\text {int }}\left(\vec{r}, \vec{r}^{\prime}\right) \cdot\left[\vec{I}_{n_{2}}\left(\vec{r}^{\prime}\right) \times \vec{E}_{2}\left(\vec{r}^{\prime}\right)\right] d S^{\prime} \tag{61}
\end{equation*}
$$

with $\overrightarrow{\mathbf{r}}$ interior to $S_{-}$. The external dyadic Green's function ${\underset{\Gamma}{e x t}}^{\text {ext }}$ charac. terizes the region exterior to $S_{+}$, and the internal dyadic Green's function $\vec{\Gamma}_{\text {int }}$ characterizes the region incerior to $S_{\text {. }}$. They both aatisfy the differential equation

$$
\begin{equation*}
\left.\left(\nabla \times \nabla \times-k^{2}\right) \vec{\Gamma}^{( } \vec{r}, \vec{r}^{\prime}\right)=4 \delta\left(\vec{r}-\vec{r}^{\prime}\right) \tag{62}
\end{equation*}
$$

and the following so-called boundary condition of the second kind, namely,

$$
\begin{array}{ll}
\vec{I}_{n_{1}}(\vec{r}) \times \nabla \times \stackrel{\leftrightarrow}{\Gamma}_{\text {ext }}\left(\vec{r}, \vec{r}^{\prime}\right)=0 & \text { for } \vec{r} \text { on } S_{+} \\
\vec{I}_{n_{2}}(\vec{r}) \times \nabla \times \stackrel{\leftrightarrow}{\Gamma}_{\text {int }}\left(\vec{r},+^{\prime}\right)=0 & \text { for } \vec{r} \text { on } S_{-} \tag{63}
\end{array}
$$

The advantage of this boundary-condition assignment is that the tangential components of $\vec{H}_{1}$ and $\vec{H}_{2}$ on the surfaces $S_{+}$and $S_{-}$now depend only on the tangential components of $\vec{E}_{1}$ and $\vec{E}_{2}$.

The aperture-penetration integral equation is derived by matching the tangential components of the external and internal electromagnetic fields across the aperture A. The boundary conditions at A are

$$
\begin{align*}
& I_{n_{1}}(\vec{r}) \times \vec{E}_{1}(\vec{r})=-\vec{I}_{n_{2}}(\vec{r}) \times \vec{E}_{2}(\vec{r})  \tag{64}\\
& I_{n_{1}}(\vec{r}) \times\left[\vec{H}_{8 C}(\vec{r})+\vec{H}_{1}(\vec{r})\right]=-I_{n_{2}}(\vec{r}) \times \vec{H}_{2}(\vec{r}) \tag{65}
\end{align*}
$$

The tangential component $\vec{I}_{n_{1}} \times \vec{E}_{s c}$ is identically zero. Substituting (60), (61) and (64) into (65) and noting the relation $I_{n_{1}}=-I_{n_{2}}$ on $A$, one finally arrives at the aperture-penetration integral equation in the form

$$
\begin{align*}
&\left.j \omega \varepsilon \vec{I}_{n_{1}}(\vec{r}) \times \int_{A}\left[\stackrel{\leftrightarrow}{r}_{\text {ext }}\left(\vec{r}^{\prime}, \vec{r}^{\prime}\right)+\widehat{r}_{\text {int }}\left(\vec{r}_{r}, \vec{r}^{\prime}\right)\right] \cdot \vec{I}_{n_{1}}\left(\vec{r}^{\prime}\right) \times \vec{E}_{1}\left(\vec{r}^{\prime}\right)\right] d S^{\prime} \\
&=-\vec{I}_{n_{1}}(\vec{r}) \times \vec{H}_{\mathrm{sc}}(\vec{r}) \tag{66}
\end{align*}
$$

It must be remarked that the integrand in (66) is actually nonintegrable. The reason is that the Green's functions $\vec{\Gamma}_{\text {ext }}$ and $\vec{\Gamma}_{\text {int }}$ both contain double derivatives of the inverse distance $|\vec{r}-\vec{r}|^{-1}$. In order to arrive at a meaningful limit as $\vec{r}$ tends to $\vec{r}$ ', it is necessary to bring the differential operators outside the integral, and (66) is to be interpreted in this aense. Eq.(66) is therefore an integro-differential equation for the tangential aperture electric field $I_{n_{1}} \times \mathbb{E}_{1}$. Its solution can be used to calculate the total external and internal fields. It must be noted that, before one can apply the aperture-penetration equation (66) to a specific problem, one has first to determine the three quantities $\vec{H}_{\text {gc }}, \vec{\Gamma}_{\text {ext }}$ and ${\stackrel{\leftrightarrow}{\Gamma_{i n t}}}$ appearing therein for the aperture geometry concerned. Very often, this determination is an arduous task in itself.

However, when the aperture $A$ lies in an infinite, conducting, thin plane screen between two half-spaces, (66) can be written out explicitly
in simple form. The infinite plane screen geometry, although an outright idealization, is actually a good approximation to many aperture configurations encountared in practice. Let the infinite plane acreen be the $x-y$ plane in a rectangular coordinate system, as shown in Fig. 5. Let


Fig. 5. Penetration of an incident electromagnetic wave through an aperture in a conducting, infinite, plane screen.
the incident electromagnetic wave impinge on the aperture $A$ in the plane screen from the upper half-space $z>0$. Therefore, the exterior region in this geomecry is the upper half-space $z>0$, and the interior region the lower half-space $z<0$. The unit normal vector $I_{n_{1}}$ becomes simply $I_{z}$. The dyadic Green's function for a half-space satisfying the boundary condition of the second kind can be expressed in closed form

$$
\begin{align*}
& \stackrel{\leftrightarrow}{\Gamma}\left(\vec{r}, \vec{r}^{\prime}\right)=\left(\vec{I}-\frac{1}{k^{2}} \nabla \nabla^{\prime}\right)\left[G\left(\vec{r}, \vec{r}^{\prime}\right)+G\left(\vec{r}, \vec{r}^{\prime \prime}\right)\right] \\
& \text { - } 2 \mathrm{G}\left(\overrightarrow{\mathrm{r}}, \overrightarrow{\mathbf{r}}^{\prime \prime}\right) \mathbf{I}_{\mathrm{z}} \mathbf{I}_{2} \tag{67}
\end{align*}
$$

where $G$ is the free-space Green's function given by (7) and $\overrightarrow{\mathbf{r}}^{\prime \prime}$ is the image of $\vec{r}^{\prime}$. For the external Green's function $\vec{\Gamma}_{\text {ext }}$, one chooses positive $z$ and $z$ '. For the internal Green's function $\widehat{F}_{i n t}$, one chooses negative $z$ and $z^{\prime}$. Upop substitution of (67) into (66), the following equation results

$$
\begin{align*}
4 j \omega \varepsilon \mathbf{I}_{z} \times\left(\ddot{I}_{I}+\frac{1}{k^{2}} \nabla_{t} \nabla_{t}\right) & \left.\cdot \iint_{A} d x^{\prime} d y^{\prime} G\left(x, y ; x^{\prime}, y^{\prime}\right) \vec{I}_{z} \times \vec{E}_{1}\left(x^{\prime}, y^{\prime}\right)\right] \\
& =-\vec{I}_{z} \times \vec{H}_{s c}(x, y) \tag{68}
\end{align*}
$$

where $\nabla_{t}$ is the tangential gradient operator

$$
\begin{equation*}
\nabla_{t}=I_{x} \frac{\partial}{\partial x}+\vec{I}_{y} \frac{\partial}{\partial y} \tag{69}
\end{equation*}
$$

Note that in (68) all differential operators occurring in the dyadic Green's functions have been taken out of the integral to ensure integrability, as has been discussed previously.

It must be pointed out that (66) is not the only possible integralequation formulation of the aperture-penetration problem, although it is certainly one of the most general. Other versions do exist, especially when one restricts oneself to specific aperture geometries. Nevertheless, these different versions all share a common characteristic, in that they all select certain field quantities at the aperture opening as the unknowns of the problem, be they field components, their various derivatives or appropriate scalar potentials. Examples of the application of integral equations to the solution of aperturf-panatration problems can be found in [18-21].

### 1.3.1.6 Intersecting Cy1Inders

Intersecting cylinders have been used to model many aeronautical systems for EMP interaction calculations. The most common applications of the model pertain to aircraft and satellites. In this section the basic
formulation of the two-intersecting-cylinder problem is diacuesed, while all relevant results are relegated to Part 2 of this documant.

### 1.3.1.6.1 Orthogonally Intersecting, Electrically Thin (ka so.1) Cylinders

In Fig. 6 are shown two intersecting rods immersed in a time-harmonic


Fig. 6. Two orthogonally intersecting, electrically thin ( $k a_{1}, k a_{3} \leq 0.1$ ) cylinders in a time-harmonic plane wave. $\vec{k}$ lies in the yz-plane.
plane wave whose electric field components are given by

$$
\begin{aligned}
& E_{x}^{1}=E^{i} \sin \psi, \text { (on horizontal wire) } \\
& E_{z}^{1}=E^{1} \cos \psi \sin \theta e^{-j k z \cos \theta}, \text { (on vertical wire) }
\end{aligned}
$$

'the tocal axial currents induced on the four sections of the rode are denoted by $I_{1 z}(z), I_{2 \pi}(z), I_{3 x}(x)$ and $I_{4 x}(x)$ which satiafy coupled integral equations subject to boundary conditions at the four and and certain appropriate conditions at the junction. The boundary conditions at the and of the four arma are

$$
\begin{equation*}
I_{1 z}\left(-h_{1}\right)=I_{2 z}\left(h_{2}\right)=I_{3 x}\left(-l_{1}\right)=I_{4 x}\left(\ell_{2}\right)=0 \tag{71}
\end{equation*}
$$

The conditions at the junction must relate the currents and the charges per unit length in the four aras. Strictiy, the conditions must involve these quantities at electrically short distances from the junction, where the currents and chargen are atill rotationally symmetric. However, aince with ke $\leq 0.1$ the electrical surface area of the junction region is very sall (of the order $(k a)^{2} \leq 0.01$ ), its shape is immaterial and the total charge on its aurface is negligible. Accordingly, no significant error is introduced insofar as currents and charges at electrically very tamil diatances away from the function are concerned, if it is assumed that each arm and ita rotationally symmetric current and charge per unit lengch extend to the function point $(x=z=0)$ as if concentrated along the axes of the conductors. The junction conditions can then be imposed at this point. For a vertical conductor with radius $a_{1}$ and a horizontal conductor with radius $a_{3}$, the junction conditions include the Kirchhoff condition on the currents [22]

$$
\begin{equation*}
I_{1 z}(0)-I_{2 z}(0)+I_{3 x}(0)-I_{4 x}(0)-0 \tag{72}
\end{equation*}
$$

and the following three conditions on the charges $q$ par unit length [23]

$$
\begin{equation*}
q_{1}(0) \psi_{1}-q_{2}(0) \psi_{2}=q_{3}(0) \psi_{3}=q_{4}(0) \psi_{4} \tag{73}
\end{equation*}
$$

where, for conductor: at leat a quartar wavelength loug,

$$
\begin{equation*}
\Psi_{1}=\Psi_{2}=2\left[\ln \left(2 / k a_{1}\right)-0.5772\right], \quad \Psi_{3}-_{4} \Psi_{4}=2\left[\ln \left(2 / k_{3}\right)-0.5772\right] \tag{74}
\end{equation*}
$$

Note that these parameters are independent of the lengthe of the conductors. For shorter conductors, the length is of importance and

$$
\begin{equation*}
\psi_{1}=\psi_{2}=2 \ln \left(\sqrt{h_{1} h_{2}} / a_{1}\right), \quad \psi_{3}=\psi_{4}=2 \ln \left(\sqrt{\ell_{1} l_{2}} / a_{3}\right) \tag{75}
\end{equation*}
$$

When the radil are equal ( $a_{1}=a_{3}=a$ ), $\psi_{1}=\psi_{2}=\psi_{3}=\psi_{4}$ in (73) and this reduces to the equality of charges per unit length.

The use of thin-cylinder theory is an acceptable approximation only when the following inequalities are satisfied

$$
\begin{array}{lll}
k a_{1} \ll 1 ; & a_{1} \ll h_{1}, & a_{1} \ll h_{2} \\
k a_{3} \ll 1 ; & a_{3} \ll \ell_{1}, & a_{3} \ll \ell_{2} \tag{76}
\end{array}
$$

The required coupled integral equations for $I_{x}$ and $I_{z}$ are readily darived from the following one-dimensional boundary condftions on the surface of the conductors [24,25]

$$
\begin{array}{ll}
E_{z}(z)=E_{z}^{1}-\partial \phi(z) / \partial z-j \omega A_{z}(z)=0, & -h_{1} \leq z \leq h_{2} \\
E_{x}(x)=E_{x}^{1}-\partial \phi(x) / \partial x-j \omega A_{x}(x)=0, & -\ell_{1} \leq x \leq \ell_{2} \tag{77}
\end{array}
$$

When the integrals for the scalar potential $\phi$ and the components of the vector potential $太$ are substituted in (77), the following pair of simultaneous integral equations is obtained for the unknown currents $I_{x}(x)$ and $I_{z}(z)$

$$
\begin{align*}
\int_{-h_{1}}^{h_{2}} I_{z^{\prime}}\left(z^{\prime}\right) K\left(z, z^{\prime}\right) d z^{\prime}-\frac{j \omega}{k^{2}} \frac{\partial}{\partial z} & {\left[\int_{-h_{1}}^{h_{2}} q\left(z^{\prime}\right) K\left(z, z^{\prime}\right) d z^{\prime}+\int_{-l_{1}}^{\ell_{2}} q\left(x^{\prime}\right) K\left(z, x^{\prime}\right) d x^{\prime}\right] } \\
& =-(j 4 \pi / \omega \mu) E_{z}^{1}(z) \tag{78}
\end{align*}
$$

$$
\begin{align*}
\int_{-\ell_{1}}^{\ell_{2}} I_{x}\left(x^{\prime}\right) K\left(x, x^{\prime}\right) d x^{\prime}-\frac{j \omega}{k^{2}} \frac{\partial}{\partial x} & {\left[\int_{-\ell_{1}}^{\ell_{2}} q\left(x^{\prime}\right) K\left(x, x^{\prime}\right) d x^{\prime}+\int_{-h_{1}}^{h_{2}} q\left(z^{\prime}\right) K\left(x, z^{\prime}\right) d z^{\prime}\right] } \\
& =-(14 \pi / \omega \mu) \varepsilon_{x}^{1} \tag{79}
\end{align*}
$$

where $E_{x}^{i}(z)$ and $E_{x}^{1}$ are given in (70). Note that $q(x)=(j / \omega) \partial I_{z}(x) / \partial z$ and $q(x)=(j / \omega) \partial I_{x}(x) / \partial x$. The kernels are defined as follows:

$$
\begin{array}{ll}
K\left(z, z^{\prime}\right)=\exp \left(-j k R_{z}\right) / R_{z}, & K\left(x, x^{\prime}\right)=\exp \left(-j k R_{x}\right) / R_{x}  \tag{80}\\
K\left(z, x^{\prime}\right)=\exp \left(-j k R_{c z}\right) / R_{c z}, & K\left(x, z^{\prime}\right)=\exp \left(-j k R_{c x}\right) / R_{c x}
\end{array}
$$

with

$$
\begin{array}{ll}
R_{z}=\left[\left(z-z^{\prime}\right)^{2}+a_{1}^{2}\right]^{\frac{1}{2}}, & R_{x}=\left[\left(x-x^{\prime}\right)^{2}+a_{3}^{2}\right]^{\frac{1}{2}} \\
R_{c z}=\left[z^{2}+x^{\prime 2}+a_{3}^{2}\right]^{\frac{1}{2}}, & R_{c x}=\left[x^{2}+z^{\prime 2}+a_{1}^{2}\right]^{\frac{1}{2}}
\end{array}
$$

Eqs. (78) and (79) are to be solved for $I_{z}(z)$ and $I_{x}(x)$ subject to the four end conditions in (71) and the four function conditions in (72) and (73).

Analytical yolutions of these equations have been obtained when $\mathrm{a}_{1}=\mathrm{a}_{3}=\mathrm{a}$ for two different cases, namely, (a) the case of a normally incident field with the electric vector parallel to the vertical conductor and arbitrary ara lengths [26], and (b) the case of a general incident field and equal arm lengths [27]. More general cases than these two are readily formulated and evaluated by analytical or numerical methods. Approximate currents and charges have been calculated for a wide range of arm lengthe in [24,25,27]. Measured currents and charges are in [28]. Details of the analytic solution and explicit formulas for the coefficients are given in [29].

### 1.3.1.6.2 Non-Orthogonally Intersecting, Electrically Thin (ka $\leq 0.1$ ) Cylinders

The deteraination of the currente and charges on the surfaces of conductors intersecting at anglea $\Delta$ other than $90^{\circ}$, as shown in Fig. 7 ,


Fig. 7. Swapt-wing thin-wire cross.
can be accomplished for electrically thin cylinders by a generalization of the analytical procedure described for orthogonal conductors. All of the thin-cylinder conditions previously imposed for $\Delta=90^{\circ}$ must be astisfied and, in addition, a restriction of the angle $\Delta$ of intersection must be enforced. This is needed in order to keep the junction ragion electrically mall enough to pregerve the validity of the agamption that the totel charge on its surfacef is nagligible. The added condition is

$$
\begin{equation*}
|\sin \Delta| \gg k \tag{81}
\end{equation*}
$$

When $\Delta=90^{\circ}$, this reduces to the previously imposed condition ka << 1 .
The intagral equatione for the currenta in the swapt-wing configuration bown in Fig. 7 are derived in the ane manner as those for the
orthogonal cross but aeveral additional terms and integrals occur, since the crossed conductors are now coupled inductively as well as capacitively. In order to permit the ready correlation with the equations for the orthogonal cross, the notation shown in Fig. 7 is used. As before, the vertical member extends from $z=-h_{1}$ to $z=h_{2}$ with the function at the origin. The arma are taicen to be equal and of length $\&$ with the variable s ranging from $=-\ell$ to $s=0$ along the left arm and from $s=0$ to $=\ell$ along the right arm. Note that when $\Delta=90^{\circ}, s$ becomes $x$ and the entire notation reduces to that of the orthogonal cross.

The boundary conditions requiring the vanishing of the tangential component of the electric field on the surfaces of the conductors, each with radius $a$, now have the form

$$
\begin{array}{ll}
E_{z}(z)=E_{z}^{1}-\partial \phi(z) / \partial z-j \omega A_{z}(z)=0, & -h_{1} \leq z \leq h_{2} \\
E_{s}(s)=-E_{z}^{i} \cos \Delta-\partial \phi_{3}(s) / \partial s-j \omega A_{3 s}(s)=0, & -\ell \leq s \leq 0 \\
E_{s}(s)=E_{z}^{i} \cos \Delta-\partial \phi_{4}(s) / \partial s-j \omega A_{4 s}(s)=0, & 0 \leq s \leq \ell \tag{84}
\end{array}
$$

for a normally incident field, $\vec{E}^{1}=I_{z} E_{z}^{1}$. A consequence of eymmetry is that the currents and charges, and the vector and scalar potentials on the two side arme satisfy the following relations:

$$
\begin{array}{ll}
I_{3 s}(-s)=-I_{4 s}(s), & q_{3}(s)=q_{4}(-s)  \tag{85}\\
A_{3 s}(-8)=-A_{4 s}(s), & \phi_{3}(-8)=\phi_{4}(s)
\end{array}
$$

Hence, it is necessary to deteraine only $I_{1 z}(z), I_{2 z}(z)$, and $I_{4 s}(s)$. With the relations (85), the vector and scalar potentials in (82) are

$$
\begin{equation*}
A_{z}(z)=(\mu / 4 \pi)\left\{\int_{-h_{1}}^{h_{2}} I_{z}\left(z^{\prime}\right) K\left(z, z^{\prime}\right) d z^{\prime}+2 \cos \Delta \int_{0}^{\ell} I_{s}\left(s^{\prime}\right) K\left(z, s^{\prime}, \Delta\right) d s^{\prime}\right\} \tag{86}
\end{equation*}
$$

$$
\begin{equation*}
\phi(z)=(1 / 4 \pi \varepsilon)\left\{\int_{-h_{2}}^{h_{2}} q\left(z^{\prime}\right) K\left(z, z^{\prime}\right) d z^{\prime}+2 \int_{0}^{\ell} q\left(s^{\prime}\right) K\left(z, s^{\prime}, \Delta\right) d s^{\prime}\right\} \tag{87}
\end{equation*}
$$

where

$$
\begin{align*}
& K\left(z, z^{\prime}\right)=\frac{e^{-j k R_{z}}}{R_{z}}, \quad K\left(z, s^{\prime}, \Delta\right)=\frac{e^{-j k R_{z s^{\prime}}}}{R_{z B^{\prime}}}  \tag{88}\\
& R_{z}=\left[\left(z-z^{\prime}\right)^{2}+a^{2}\right]^{\frac{1 / 2}{2}}, \quad R_{z s^{\prime}}=\left[z^{2}+s^{\prime}{ }^{2}-2 z s^{\prime} \cos \Delta+a^{2}\right]^{\frac{1}{2}}
\end{align*}
$$

Similarly, ia (84)

$$
\begin{align*}
A_{4 s^{\prime}}(s)=(\mu / 4 \pi)\left\{\int _ { 0 } ^ { \ell } I _ { s ^ { \prime } } ( s ^ { \prime } ) \left[K\left(s, s^{\prime}\right)\right.\right. & \left.+K\left(s, s^{\prime}, \Delta\right) \cos 2 \Delta\right] d s^{\prime}  \tag{89}\\
& \left.+\cos \Delta \int_{-h_{1}}^{h_{2}} I_{z^{\prime}}\left(z^{\prime}\right) X\left(s, z^{\prime}, \Delta\right) d z^{\prime}\right\} \\
\phi_{4}(s)=(1 / 4 \pi \varepsilon)\left\{\int _ { 0 } ^ { \ell } q ( s ^ { \prime } ) \left[K\left(s, s^{\prime}\right)\right.\right. & \left.+K\left(s, s^{\prime}, \Delta\right)\right] d s^{\prime}  \tag{90}\\
& \left.+\int_{-h_{1}}^{h_{2}} q\left(z^{\prime}\right) K\left(s, z^{\prime}, \Delta\right) d z^{\prime}\right\}
\end{align*}
$$

where

$$
\begin{align*}
& K\left(s, s^{\prime}\right)=\frac{e^{-j r R_{s}}}{R_{s}}, K\left(s, s^{\prime}, \Delta\right)=\frac{e^{-j k R_{s s^{\prime}}}}{R_{s s^{\prime}}}, \quad X\left(s, z^{\prime}, \Delta\right)=\frac{e^{-j k R_{s z^{\prime}}}}{R_{s z^{\prime}}} \\
& R_{s}=\left[\left(s-s^{\prime}\right)^{2}+a^{2}\right]^{\frac{1}{2}}  \tag{91}\\
& R_{B s^{\prime}}=\left[s^{2}+s^{\prime}{ }^{2}-2 s s^{\prime} \cos 2 \Delta+a^{2}\right]^{\frac{1 / 2}{2}} \\
& R_{B z^{\prime}}=\left[s^{2}+z^{\prime}{ }^{2}-2|s| z^{\prime} \cos \Delta+a^{2}\right]^{\frac{1}{2}}
\end{align*}
$$

When (86) - (90) are substituted in (82) and (84), the following simultaneous integral equations for the currents and charges are obtained after
integration by parts

$$
\begin{gather*}
\int_{-h_{1}}^{h_{2}}\left[\partial^{2} I_{z}\left(z^{\prime}\right) / \partial z^{\prime}+k^{2} I_{z}\left(z^{\prime}\right)\right] K\left(z, z^{\prime}\right) d z^{\prime}-F_{2}(z, \Delta)-F_{3}(z)-F_{4}(z, \Delta) \\
=-\frac{j 4 \pi k^{2}}{\omega \mu} E_{z}^{i} \tag{92}
\end{gather*}
$$

$$
\begin{gather*}
\int_{0}^{\ell}\left[\partial^{2} I_{s}\left(s^{\prime}\right) / \partial s^{\prime}{ }^{2}+K^{2} I_{s}\left(s^{\prime}\right)\right]\left[K\left(s, s^{\prime}\right)-K\left(s, s^{\prime}, \Delta\right)\right] d s^{\prime}-F_{2}(s, \Delta)-F_{3}(s, \Delta) \\
-F_{4}(s, \Delta)-F_{5}(s, \Delta)=-\frac{14 \pi k^{2}}{\mu \mu} E_{z}^{i} \cos \Delta \tag{93}
\end{gather*}
$$

where

$$
\begin{align*}
& F_{2}(z, \Delta)=2 j \omega(\partial / \partial z) \int_{0}^{\ell} q\left(s^{\prime}\right) K\left(z, s^{\prime}, \Delta\right) d s^{\prime} \\
& F_{3}(z)=-j \omega\left[q\left(h_{2}\right) K\left(z, h_{2}\right)-q\left(-h_{1}\right) K\left(z,-h_{1}\right)\right]  \tag{94}\\
& F_{4}(z, \Delta)=2 k^{2} \cos \Delta \int_{0}^{\ell} I_{s}\left(s^{\prime}\right) K\left(z, s^{\prime}, \Delta\right) d s^{\prime}
\end{align*}
$$

and

$$
\begin{align*}
& F_{2}(s, \Delta)=j \mu(\partial / \partial s) \int_{-h_{1}}^{h_{2}} q\left(z^{\prime}\right) K\left(s, z^{\prime}, \Delta\right) d z^{\prime} \\
& F_{3}(s, \Delta)=2 j \omega q(l)[K(s, \ell)-K(s, l, \Delta)] \\
& F_{4}(s, \Delta)=k^{2} \cos \Delta \int_{-h_{1}}^{h_{2}} I_{z}\left(z^{\prime}\right) K\left(s, z^{\prime}, \Delta\right) d z^{\prime}  \tag{95}\\
& F_{5}(s, \Delta)=k^{2}(1+\cos 2 \Delta) \int_{0}^{\ell} I_{s}\left(s^{\prime}\right) K\left(s, s^{\prime}, \Delta\right) d s^{\prime}
\end{align*}
$$

Zero-order current and charge distributions for any $\Delta$ and.normally incident fields have been obtained in [30] by solving (92) and (93) with the end conditions (71) and the junction conditions (72) and (73).

### 1.3.2 TRANSMISSION-LINE APPROACH

This section presents the formulation and solution of the basic differential equations describing the EMP induced voltages and currents on a group of conductors forming a transmission line. Throughout this section the cross-sectional dimensions of the transmission line are assumed to be small compared with a wavelength.

The propagation of a pure TEM mode on a two-conductor line is first discussed. Its simple concepts are then generalized، to a multiconductor line. Energs propagation on a multiconductor line can be described by the pre agation of a number of independent field configurations or modes.

Previous efforts in applying transmission-line theory to EMP problems have been restricted to simple transmission-1ine configurations, such as two cascaded sections or a simple branching of lines. Recently, work has begun on the development of a computer code for analyzing a network of arbitrarily interconnected transmission lines (both single and multiconductor lines). In this work a large matrix equation is derived for all of the unknown currents at each of the junctions, or nodes, of the transmission-line network, and then these currents are determined but matyix inversion. This process permits the inclusion of much moke complex types of transmission-1ine networks, such as those having closed, loops, than what has been previously analyzed.

In the case of lossy conductors an axial component of electric field exists in the vicinity of the conductors, so that propagation is only nearly TEM, or quasi-TEM. Deviation from strict TEM propagation also occurs when the dielectric medium, although homogeneous in the direction of propagation, displays inhomogeneous properties in the transverse plane. These departures frum the ideal case can introduce severe analytical difficulties in solving transmissionline problems.

### 1.3.2.1 The Two-Conductor Line

Consider Fig. 8 in which the conductor axes of a uniform transmission line are parallel to the z-axis of a rectangular coordinate system. Assume the conductors to be lossiess and embedded in a homogeneous isotropic dielectric with constitutive parameters $\varepsilon, \mu, \sigma$. The integral form of one of Maxwell's equations gives

$$
\begin{equation*}
\int_{C} \vec{E} \cdot d \vec{l}=-s \mu \int_{A} \vec{H} \cdot \vec{I}_{n} d A \tag{96}
\end{equation*}
$$

where $C$ is a curve enclosing the area $A$, and $s=j \omega$ on the ju-axis of f.he complex frequency $s-p l a n e$. If $A$ lies completely in a rlane transverse to the $z$-axis, then the fact that $\vec{H}$ is transverse implies that

$$
\begin{equation*}
\oint_{C} \vec{E} \cdot d \ell=0 \tag{97}
\end{equation*}
$$

winch, in turn, implies that in any transverse plane, E can be expressed as the negative gradient of a scalar potential $\phi$

$$
\begin{equation*}
\quad \vec{E}=-\nabla_{t} \phi=-\left(\frac{\partial \phi}{\partial x} \vec{I}_{x}+\frac{\partial \phi}{\partial y} \vec{I}_{y}\right) \tag{98}
\end{equation*}
$$



Fig. 8. Two-conductor line.

Since $\nabla \cdot$ 直 $=0$ ( 98 ) becomes

$$
\begin{equation*}
\nabla \cdot \nabla_{t} \phi=\nabla_{t}^{2} \phi=\frac{\partial^{2} \phi}{\partial x^{2}}+\frac{\partial^{2} \phi}{\partial y^{2}}=0 \tag{99}
\end{equation*}
$$

That is, in any transverse plane $\phi$ satisfies a two-dimensional Laplace's equation; hence, in any transverse plane 志 appears at any inistant as an electrostatic field. Such a field must originate and terminate on electric charges, and since there are none in the dielectric, they must appear on the conductors.

Differentiating (99) first with respect to $x$ and then $y$ and adding the results, one obtains

$$
\begin{equation*}
\frac{\partial^{2} \vec{E}}{\partial x^{2}}+\frac{\partial^{2} \vec{E}}{\partial y^{2}}=0 \tag{100}
\end{equation*}
$$

which, together with $\nabla^{2} \vec{E}=\gamma{ }^{2} \vec{E}$, inplies

$$
\begin{equation*}
\frac{\partial^{2} \vec{E}}{\partial z^{2}}=\gamma^{2 \vec{E}} \tag{101}
\end{equation*}
$$

where $\gamma=\sqrt{s \mu(\sigma+s \varepsilon)}$. The solution of (101) is

$$
\begin{equation*}
\vec{E}=\vec{E}_{1}(x, y ; s) e^{-\gamma z}+\vec{E}_{2}(x, y ; s) e^{\gamma z} \tag{102}
\end{equation*}
$$

where $\vec{E}_{1}, \vec{E}_{2}$ are arbitrary vector functions derivable from scalar potentials satisfying the two-dimensional Laplace equation (99). If $Z_{d}$ denotes the dielectric-space impedance

$$
\begin{equation*}
z_{d}=\frac{s \mu}{\gamma}=\left[\frac{s \mu}{\sigma+s \varepsilon}\right]^{\frac{1}{2}} \tag{103}
\end{equation*}
$$

then

$$
\begin{equation*}
\vec{H}= \pm z_{d}^{-1}\left(\overrightarrow{Q_{z}} \times \vec{E}\right)= \pm Y_{d}\left(\vec{I}_{z} \times \vec{E}\right) \tag{104}
\end{equation*}
$$

with upper and lower signs for forward and back waves, respectively. The charge $Q^{\prime}$ per unit length bounded by the electric field is

$$
\begin{equation*}
Q^{\prime}=C^{\prime} V \tag{105}
\end{equation*}
$$

where $C^{\prime}$ is the capacitance per unit length between conductors. The current diverted through the dielectric is

$$
\begin{equation*}
I_{d}^{\prime}=G^{\prime} V \tag{106}
\end{equation*}
$$

where $G^{\prime}$ is the leakage conductance per unit length. Finally, the magnetic intensity linking the conductors induces a counter-emf in series with the lis? given by

$$
\begin{equation*}
V_{L}^{\prime}=s L^{\prime} I \tag{107}
\end{equation*}
$$

where $L^{\prime}$ is the inductance per unit length represented by the magnetic flux linkages, and $I$ is the line current.

In Sec. 1.3.2.4 the line parameters $C^{\prime}, G^{\prime}$ and $L^{\prime}$ will be discussed.

### 1.3.2.1.1 Line Excitation

A transmission line may be excited by an EMP field in a variety of ways. In the simplest case the line is in "free space" (i.e., far from other objects compared to its crosi-sectional dimensions) and is excited by an electromagnetic wave. It may be situated above ground so distant that its propagation characteristics are unaffected by the ground parameters, but close enough that it is exposed to both incident and ground-reflected components of an EMP. It may be within the interior of a coaxial cable, which may have a solid shield or a braided shield for its outer conductor. In the latter case fields may be coupled locally into a line by incomplece shielding at cable connectors, at flanges foining sections of solid conduit enclosing the line, or at shield apertures that are required for other functions.

In all cases it is convenient to consider the incident field to be resolved into components transverse to the line and those parallel to it. The transverse components may be due to coupling from another distant line. The axial components of magnetic and electric field affect the line differently. The axial magnetic component induces currents that circulate around the peripheries of the conductors but produce no axial transmission line current. The axial.electric field, on the other hand, induces antenna-mode currents on the conductors, which for the most pert do not flow through the line terminations. However, because of the physical separation of the line conductors, there in generally a mall difference in the excitation of the indvidual conductors by an axial electric field, which induces excitation sources in series with the line. This difference is entirely accounted for (via Faraday's induction law) by the transverse magnetic field.

### 1.3.2.1.2 Line Differential Equations

Two fundamental laws underlie the derivation of the line equations: Faraday's law (96) and the law of current continuity (43).

Fig. 9 represents a small increment of a two-conductor line. Although represented here as two conductors of finite cross section,

'Fig. 9. Small increment of a two-conductor line.
it should be noted that one conductor could be an "infinite" ground plane. Alternatively, one conductor could be enclosed in the other, as in a coaxial line. To develop expressions for the line excitation for the special case of a two-conductor line, we begin by applying (96) to the contour C in Fig. 9. The right maber of (96) is propor tional to the magnetic flux $\phi$ through the area A enclosed by C. The magnetic field $\vec{H}$ is positive when directed as the transiation of a right-hand screw turned clockwise. Thus, $-\Phi$ is positive when directed in the positive $y$ direction.

The total magnetic flux linking the conductors has two sources: the incident magnetic field $\vec{H}^{1}$ and the magnetic field due to the transmisaion line current.

Antenne-mode currents $I_{c 1}$ and $I_{c 2}$ are induced by the axial electric field. The total currents $I_{1}$ and $I_{2}$ in the conductors are, respectively,

$$
\begin{align*}
& I_{1}=I+I_{c 1}  \tag{108}\\
& I_{2}=-I+I_{c 2}
\end{align*}
$$

Performing the integration indicated in the left-hand side of (96) we have

$$
\begin{equation*}
\int_{C} \vec{E} \cdot d \vec{l}=-V(z)+0+V(z+\Delta z)+0=V(z+\Delta z)-V(z)=\Delta V \tag{109}
\end{equation*}
$$

the integration along the conductors contributing nothing since $\mathbb{E} \cdot d \mathbf{d}=0$ at the surface of lossless conductors.

For the two componants of magnetic flux per unit length we introduce $\Phi_{L}^{\prime}$ and $\Phi_{1}^{\prime}$ with

$$
\begin{equation*}
\phi_{L}^{\prime} \equiv L^{\prime} I, \quad \phi_{i}^{\prime} \equiv-L^{i^{\prime} H_{L}^{1}} \tag{110}
\end{equation*}
$$

where $L^{i}$ is a constant measured in henries, and $H_{\perp}^{i}$ is the component of the incident magnetic field perpendicular to the plane containing the axes of two conductors of the inne.

The total flux in the incremant $\Delta z$ is then given by

$$
\begin{equation*}
\phi^{\prime} \Delta z=\left(L^{\prime} I-L^{1} H_{f}^{i}\right) \Delta z \tag{111}
\end{equation*}
$$

Substituting (109) and (111) in (96), dividing by $\Delta x$ and passing to the limit, we obtain

$$
\begin{equation*}
\frac{\partial V}{\partial z}+s L^{\prime} I=s L^{1} H_{\perp}^{1} \tag{112}
\end{equation*}
$$

which is the first equation for the transmission line voltage and current in the g-domain.

To derive the second line equation we integrate the continuity equation and obtain (see Fig. 9)

$$
\Delta I+I_{d}^{\prime} \Delta z+s Q^{\prime} \Delta z=0
$$

Rearranging, dividiag by $\Delta z$ and passing to the limit, we obtain

$$
\begin{equation*}
\frac{\partial I}{\partial z}+I_{d}^{\prime}=-s Q^{\prime} \tag{113}
\end{equation*}
$$

which becomes, with the aid of (106),

$$
\begin{equation*}
\frac{\partial I}{\partial z}+G^{\prime} V=-s Q^{\prime} \tag{114}
\end{equation*}
$$

The charge $Q^{\prime}$ has two sources: the TEM potential difference betwean conductors and the transverse impressed electric field. Calling these two charges $Q_{V}^{\prime}$ and $Q_{i}^{\eta}$ we have

$$
\begin{array}{ll}
Q_{V}^{\prime}=C^{\prime} V & \text { (from line voltage } V \text { ) }  \tag{115}\\
Q_{1}^{\prime}=C^{1} E_{\perp}^{1} & \begin{array}{l}
\text { (from incident electric field } E_{\perp}^{1} \\
\text { perpendicular to the axes of conductors) }
\end{array}
\end{array}
$$

where $C^{1}$ is a constant of proportionality measured in farads.

Thus, the second lina equatigön becomes

$$
\begin{equation*}
\frac{\partial I}{\partial z}+\left(G^{\prime}+s C^{\prime}\right) V=-s C^{I} E_{\perp}^{i} \tag{116}
\end{equation*}
$$

The determination of the line parameters $L^{\prime}, C^{\prime}, G^{\prime}$, and the coupling parameters $L^{i}$ and $C^{i}$ will be dietiesed in Sec. 1.3.2.4.

Finite conductivity of the line conductors affects the behavior of the line in two ways: it causes EIIght, modifications in the line paramaters, affects which are unallỳ ignored at high frequescias; and it resulta in aditional attenuation es waves on the line, thus affacting the value of the propagation constant": For the case of the two-conductor line, the aecond affect can be incorporated into the line equetiona without difficulty.

Eqs. (112) and (116) are the basis transiasion line equationg in the a-domain and they may be aumarixad in the following convanient form:

$$
\begin{align*}
& \frac{\partial V}{\partial z}+Z^{\prime} I=V^{\prime}(s)  \tag{117}\\
& \frac{\partial I}{\partial z}+Y^{\prime} V=I^{\prime}(s)
\end{align*}
$$

whare $V^{\prime}(s)$ and $I^{\prime(s)}$ are the per'ment-length sources to denote respectively the right-hand aidea of (112) and (116), and $Z^{\prime}$ and $Y^{\prime}$ are the per-unit-length inpedance and admitrance of the line given by $Z^{\prime}=$ $R^{\prime}+L^{\prime}$ and $X^{\prime}=G^{\prime}+s C^{\prime}$. Here, ' $\mathrm{A}^{\prime}$ is the line restatance to be diecussed in Sec. 1.3.2.4.

Recently, a new set of tranimimeion-1ine equations has been proposed, wich incorporatesthe ffect of the "antenan-mode" currents [31]. Let $I_{1}$ and $I_{2}$ be the total currents on the two conductors and let $I_{d}$ and $I_{c}$ be defined by $\quad \therefore \%$.

$$
\begin{equation*}
I_{d}=\frac{1}{2}\left(I_{2}-I_{1}\right), \quad I_{c}=\frac{1}{2}\left(I_{2}+I_{1}\right) \tag{118}
\end{equation*}
$$

It can be shown that for the case of an incident plane wave one has [31]

$$
\begin{align*}
& \frac{d V}{d z}+\Delta L^{\prime} I_{d}=-\mu\left(\vec{h} \times I_{z}\right) \cdot \vec{E}^{\prime}-s L^{\prime} \alpha I_{c} \\
& \frac{d I^{d}}{d z}+a C^{\prime} V=-a C^{\prime} \vec{h} \cdot \vec{z}^{i}+s a Q_{c}^{\prime} \tag{119}
\end{align*}
$$

where $Q_{c}^{\prime}=-(1 / s)(d / d z) I_{c}, \vec{h}$ and $a$ are given by (see Fig. 10)

$$
\begin{align*}
& h=|\vec{h}|=D\left[1-\left(\frac{a+b}{D}\right)^{2}\right]^{\frac{1}{2}}\left[1-\left(\frac{a-b}{D}\right)^{2}\right]^{\frac{1}{2}}  \tag{120}\\
& a=C^{\prime}(2 \pi \varepsilon)^{-1}[\operatorname{arccsch}(2 b / h)-\operatorname{arccsch}(2 a / h)]
\end{align*}
$$

for two conductors of circular cromesactions with radil a, b.
There are two points of paramount importance about (119). First, if one sets

$$
\begin{equation*}
I=I_{d}+\alpha I_{c} \tag{121}
\end{equation*}
$$



Fig. 10. Two-wire line of unequal radil.
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where'I is the line currant of (117), then (119) reduces to (117). Sacoitily, the "common-ende" (or antanne-mode) current $I_{c}$ defised by (118) is equal in Eagnitude and direction on both conductors, and hance is gero at the terninating impedances of a line of two equallength conductors. In this case, I and $I_{d}$ will have the mane and condikione. (Note that one may defina a comon-mode current in wuch a way that it vill not appear in (119).) Thile mans that, an far as the currente at the terminating impedances are concerned, one my use (IN7) instoad of (119). On the other hand, if one is interested in thetral currants at other points along the line's conductors or the cante where thw 1ine's conductors are of unequal length, one ahould ramart to (119).

### 1.3.2.2 Multiconductor Lineg and Cables

Fig. 11 depicts a multiconductor tranmiseion line embedded in a homogeneous isotropic dialactric. For this case, the discussion in Sec. 1.3.2.1 up to and including (104) applies axactly here, except that we are now thinicing in terms of $(N+1)$ conductors rather than two. The reasons for selacting a general line of $(N+1)$ conductors (rather than $N$ ) are two: first, among ( $N+1$ ) conductors there are only N independent potential differences; second, the total TEM current flowing in any crose section of the line must be zero, so


Fig. 11 ( $\mathrm{N}+1$ )-conductor 1ine.
that one of the currents may be expressed as a linear sum of the ramining $N_{\text {: }}$ implying the exiutance of only $N$ independent currents. Thus, the bqhavior of an ( $\mathrm{N}+1$ )-conductar lina is characterized by a independent potentials and $x$ independent currents. Such a line may than be referred to as an $\alpha$-line. According to thin definition the convantional two-conductor line is a l-line characterized by a single potential differonce and aingle indapendent value of curtent.

Inetead of peaking of potential differences it is convenient to choose one conductor as the reference or zero-potential conductor. The potential of any conductor is then its potential with respect to the reference or common conductor. When necessary, the reference conductor is called the "zeroth" conductor. Conductors other than the common conductor, when forced to zero potential, are gaid to be "grounded."

The potantiale of the raspective $N$ conductors are denoted by the vector $\left(V_{n}\right)$. As before, in the transverse plane the potential $\phi$ satisfies Laplace's equation and the conductors are equipotentials. Consequently, electric charges $Q_{n}^{\prime}$ (for $n=1, \ldots, N$ ) exist on the conductor aurfaces, and standard theory relates these charges to the potentials by [32]

$$
\begin{equation*}
Q_{n}^{\prime}=\sum_{m=1}^{N} C_{n m}^{\prime} V_{m} \quad n=1, \ldots N \tag{122}
\end{equation*}
$$

or, in matrix notation,

$$
\begin{equation*}
\left(Q_{\mathrm{n}}^{\prime}\right)=\left(C_{n m}^{\prime}\right)\left(V_{m}\right) \tag{123}
\end{equation*}
$$

The quantities $C_{n m}^{\prime}$ are Maxwell's coefficients of capacitance with the following propertied $[33,34]$

$$
\begin{align*}
& C_{n n}^{\prime} \geq 0 \text { for every } n \\
& C_{n m}^{\prime} \leq 0 \text { for every } m \notin n  \tag{124}\\
& C_{n m}^{\prime}=C_{m n}^{\prime} \text { for every } n, m
\end{align*}
$$

The quantities $C_{\text {nom }}^{\prime}$ are defined fundamentally as follows, Let $V_{k}$ be different from zero, while $V_{m}=0, m \neq k$; that is, auppose all conductors are grounded except the kth. Then (123) becones

$$
\begin{equation*}
C_{\text {nk }}^{\prime}=Q_{n}^{\prime} / V_{k}, \quad n=1, \ldots N \tag{125}
\end{equation*}
$$

Evaluation of the $C_{n m}^{\prime}$ for specific confizurations will be diecused. . in Chap. 2.4.

Because ateady current flow it conductors obeys Laplace's equation with equipotential conditions on loseless conductore, axalogous results apply to the currents flowing betwer, conductors in a lossy dielectric, namely

$$
\begin{equation*}
\left(I_{d_{n}}^{\prime}\right)=\left(G_{n m}^{\prime}\right)\left(V_{m}\right) \tag{126}
\end{equation*}
$$

where $I_{d_{n}}^{\prime}$ is the total current per unit length in the dielectric leaving the nth wire, and $G_{n m}^{\prime}$ are coefficients of conductance with the properties

$$
\begin{align*}
& G_{n n}^{\prime} \geq 0 \text { for every } n \\
& G_{n m}^{\prime} \leq 0 \text { for every } n \neq m  \tag{127}\\
& G_{n m}^{\prime}=G_{m}^{\prime} \text { for every } n, m
\end{align*}
$$

Furthermore, if $V_{m}=0$ for $m \neq k$, then (126) gives

$$
\begin{equation*}
G_{n k}^{\prime}=I_{d_{n}}^{\prime} / V_{k}, \quad n=1, \ldots, N \tag{128}
\end{equation*}
$$

Finally, the magnetic flux $\phi_{L_{n}}^{\prime}$ linking the nth conductor and ground is the resultant of currents flowing in the $N$ independent conductors

$$
\begin{equation*}
\phi_{L_{n}}^{\prime}=\left(L_{n=1}^{\prime}\right)\left(I_{m}\right) \tag{129}
\end{equation*}
$$

where the $L_{n m}^{\prime}$, all positive or zero, are the line coefficients of inductance. Furthermore, the individual inductance coefficlents are given by, with currents on all conductors being zero except the kth,

$$
\begin{equation*}
L_{n k}^{\prime}=\Phi_{L_{n}^{\prime}}^{\prime} / I_{k}, \quad n=1, \ldots, N \tag{130}
\end{equation*}
$$

To derive the line equations for the total line voltage, one may visualize a generalization of Fig. 9 and then considers only the ath and reference conductors. The path C in Fig. 9 may be any path whose contour is confined to the $z-$ and $(z+\Delta z)-$ planes and tangent to the nth and reference conductors. Following the same procedure that leads from (109) to (117) we get, in matrix form,

$$
\begin{gather*}
\frac{\partial}{\partial z}\left(V_{n}\right)+s\left(L_{n m}^{\prime}\right)\left(I_{m}\right)=s\left(L_{n}^{(1)}\right) H_{d}^{(1)}  \tag{131}\\
\frac{\partial}{\partial z}\left(I_{n}\right)+\left(\left(G_{n m}^{\prime}\right)+s\left(C_{n m}^{\prime}\right)\right)\left(V_{m}\right)=-s\left(C_{n}^{(1)}\right) E_{L}^{(1)}
\end{gather*}
$$

### 1.3.2.2.1 Multiconductor Line With Lqssy Conductors

In general, conductor losses depend on the distribution of current around the conductor peripheries. When the conductors are cylinders of small radil compared to conductor spacings, an extra term ( $R_{n m}^{\prime}$ ) ( $I_{m}$ ) may be added to the left member of the first equation of (131). where ( $R_{n m}^{\prime}$ ) is a diagonal mintrix in which $R_{n n}^{\prime}$ is the resistance ( $\Omega / m$ ) of the uth conductor, readily evaluated by standard means [32]. At frequencies sufficiently high that the conductor skin depth is small compared to the conductor radius of curvature, the effect of conductor losses can be accounted for by finding the peripheral current distributions on all conductors (assumed temporarily lossless) for a giyen current vector, and integrating the loss over all conductors. The attenuation constant representing these losses is then determined from

$$
\begin{equation*}
\alpha_{c}=-\frac{1}{2} \ln \left(1-W_{c} / W_{0}\right) \tag{132}
\end{equation*}
$$

$x+4$

where $\alpha_{c}$ is the part of the attenuation constant due to conductor loases (neper/m); $W_{c}$ is the total conductor power loss in one meter of line, and $V_{0}$ is the total tranamitted povar at the point of conductor loss evaluation. An alternative expression is

$$
\begin{equation*}
a_{c}=-\frac{1}{2 W_{0}} \frac{d W_{0}}{d z} \tag{133}
\end{equation*}
$$

Where the approximations used above are not justified, effective conductor resistance must be determined by complicated boundary-value procedures, generally requiring numerical analyais.

Further discussion on this subject appears in Sec. 1.3.2.4.

### 1.3.2.2.2 Multiconductor Transmission Line Modes

To solve a multiconductor transmission-1ine problem (131) subject to appropriate boundary (or load) conditions at the ends of the transmission line, one may first obtain the source-free solutions on the mul.ticonductor line by solving the homogeneous version of (131) and one may then construct a particular solution with the excitation sources and loads present.

Let

$$
\begin{align*}
& \left(Z_{n m}^{\prime}\right)=s\left(L_{n m}^{\prime}\right)  \tag{134}\\
& \left(Y_{n m}^{\prime}\right)=\left(G_{n m}^{\prime}\right)+s\left(C_{n m}^{\prime}\right)
\end{align*}
$$

to be the series impedance-per-unit length and shunt admittance-per-unit-length matrices of the line. With no sources, (131) becomes

$$
\begin{align*}
& \frac{\partial}{\partial z}\left(V_{n}\right)+\left(Z_{n m}^{\prime}\right)\left(I_{m}\right)=0  \tag{135}\\
& \frac{\partial}{\partial z}\left(I_{n}\right)+\left(Y_{n m}^{\prime}\right)\left(V_{m}\right)=0
\end{align*}
$$

from which one obtains

$$
\begin{align*}
& \frac{\partial^{2}}{\partial z^{2}}\left(I_{n}\right)=\left(Y_{n m}^{\prime}\right)\left(Z_{n m}^{\prime}\right)\left(I_{n}\right)  \tag{136}\\
& \frac{\partial^{2}}{\partial z^{2}}\left(V_{n}\right)=\left(Z_{n m}^{\prime}\right)\left(Y_{n m}^{\prime}\right)\left(V_{n}\right)
\end{align*}
$$

These equations seem difficult to solve at first, since the propagation matrices $\left(Y_{n m}^{\prime}\right)\left(Z_{n m}^{\prime}\right)$ and $\left(Z_{n m}^{\prime}\right)\left(Y_{n m}^{\prime}\right)$ are full matrices. It is possible, however, to diagonalize the propagation matrices by a transformation matrix ( $T_{n m}$ ) consisting of the eigenvectors of the matrix $\left(Y_{n=m}^{\prime}\right)\left(Z_{n m}^{\prime}\right), i . e .$,

$$
\begin{equation*}
\left(T_{n m}\right)^{-1}\left(Y_{n m}^{\prime}\right)\left(Z_{n m}^{\prime}\right)\left(T_{n m}\right)=\left(\gamma_{n n}\right)^{2} \tag{137}
\end{equation*}
$$

where $\left(\gamma_{n n}\right)^{2}$ is a diagonal matrix with elements equal to the corresponding eigenvalues.

Because $\left(Z_{n m}^{\prime}\right)$ and $\left(Y_{n m}^{\prime}\right)$ are symmetric, the matrix $\left(Z_{n m}^{\prime}\right)\left(Y_{n m}^{\prime}\right)$ can also be diagonalized by $T_{\mathrm{nm}}$, viz.,

$$
\begin{equation*}
\left(T_{n m}^{\prime}\right)^{T}\left(Z_{n m}^{\prime}\right)\left(Y_{n m}^{\prime}\right)\left(T_{n m}\right)^{T^{-1}}=\left(\gamma_{n n}\right)^{2} \tag{138}
\end{equation*}
$$

where the superscript $T$ denotes the transpose.
Let

$$
\begin{equation*}
\left(i_{n}\right)=\left(T_{n m}\right)^{-1}\left(I_{n}\right), \quad\left(v_{n}\right)=\left(T_{n m}\right)^{T}\left(V_{n}\right) \tag{139}
\end{equation*}
$$

where $i_{n}$ and $v_{n}$ represent the modal amplitudes of the nth eigenmode. Then (136) can be put in the form

$$
\begin{align*}
& \frac{\partial^{2}}{\partial z^{2}}\left(i_{n}\right)=\left(\gamma_{n n}\right)^{2}\left(i_{n}\right)  \tag{140}\\
& \frac{\partial^{2}}{\partial z^{2}}\left(v_{n}\right)=\left(\gamma_{n n}\right)^{2}\left(v_{n}\right)
\end{align*}
$$

For a straight secition of multiwire line consisting of perfect conductors immersed in a simple medium, the propagation matrix ( $Y_{n m}^{\prime}$ ) ( $Z_{n m}^{\prime}$ ) has identical eigenvalues. In the case of an N-wire line plus a reference conductor, this matrix can be written as

$$
\begin{equation*}
\left(Y_{\mathrm{nm}}^{\prime}\right)\left(Z_{\mathrm{nm}}^{\prime}\right)=s \mu(\sigma+s \varepsilon)\left(\delta_{\mathrm{nm}}\right)=\gamma^{2}\left(\delta_{\mathrm{nm}}\right) \tag{141}
\end{equation*}
$$

where $\left(\delta_{n m}\right)$ is the unit matrix. This yields the value of $\gamma$ as in (101). For this degenerate but extremely important case, any linearly independent set of modes may be used for describing the behavior of the multiconductor transmiesion line.

In the general case, however, the eigenvalues of the propagation matrix will be different. This occurs when the transmission-1ine cross section consists of a number of dielectrics with different parameters. When this is the case, the eigenvectors of $\left(Y_{n m}^{\prime}\right)\left(Z_{n m}^{\prime}\right)$ corresponding to a particular eigenvalue $\gamma_{n n}^{2}$ are uniquely determined (except for a scale factor) and are subsequently used to define the transformation matrix ( $\mathrm{T}_{\mathrm{nm}}$ ).

### 1.3.2.2.3 Load Voltage and Current Responses

The voltage and current modes derived in the last section can be used to calculate the currents on a driven multiconductor transmission line. Consider the case of an ( $N+1$ )-wire transmission line, as illustrated in Fig. 12. At a position $z_{s}$ there are two vector sources $\left(V_{n}^{(s)}\right)$ and $\left(I_{n}^{(s)}\right)$, each consisting of $N$ generators. For this line, there are $N$ independent modes which propagate and contribute to the total current on the line. At each end of the transmission line there is a matrix load impedance ( $\mathrm{Z}_{\mathrm{L}_{\mathrm{nm}}}$ ) terminating the transmission liue. The diagonal elements ( $Z_{I_{n n}}$ ) correspond to the value of the impedance between the $N$ wires and the reference conductor, and the off-diagonal terms $Z_{L_{i j}}$ correspond to the impedance elements between the ith and jth ccaductor.

On a section of multiconduci:or line with no sources the total current and voltage can be viewed as a combination of positive and negative traveling modes which must satisfy (140), the solution of which is given by

$$
\begin{align*}
& \left(1_{n}\right)=e^{-\left(\gamma_{n n}\right) z}\left(A_{n}\right)+e^{\left(\gamma_{n n}\right) z}\left(B_{n}\right) \\
& \left(v_{n}\right)=e^{-\left(\gamma_{n n}\right) z}\left(C_{n}\right)+e^{\left(\gamma_{n n}\right) z}\left(D_{n}\right) \tag{142}
\end{align*}
$$

where $\left(A_{n}\right),\left(B_{n}\right),\left(C_{n}\right)$ and $\left(D_{n}\right)$ are $N$-vectors which must be determined from the load and excitation conditions.


Fig. 12. A single length multiconductor transmission line with loads and lumped sources.

With the aid of (139), the total line currents and voltages on the source-free section of the line can be expressed as

$$
\begin{align*}
& \left(I_{n}\right)=\left(T_{n m}\right) e^{-\left(\gamma_{n n}\right) z}\left(A_{n}\right)+\left(T_{n m}\right) e^{\left(\gamma_{n n}\right) z}\left(B_{n}\right)  \tag{143}\\
& \left(V_{n}\right)=\left(T_{n m}\right)^{T^{-1}-\left(\gamma_{n n}\right) z}\left(C_{n}\right)+\left(T_{n m}\right)^{T^{-1}} e^{\left(\gamma_{n n}\right) z}\left(D_{n}\right)
\end{align*}
$$

By writing an equation in the form of (143) for each source-free section of the multiconductor line, and then using the impedance and source boundary conditions, as done in the case of the two-conductor Iine, the following matrix equation can be developed for the currents flowing at the matrix load impedances

$$
\begin{align*}
{\left[\begin{array}{l}
\left(I_{n}(0)\right) \\
\left(I_{n}(l)\right)
\end{array}\right]=} & {\left[\begin{array}{ll}
\left(\left(\delta_{n m}\right)+\left(\Gamma_{1}\right)\right) & \left(0_{n m}\right) \\
\left(0_{n m}\right) & \left(\left(\delta_{n m}\right)+\left(\Gamma_{2}\right)\right)
\end{array}\right] }  \tag{144}\\
& {\left[\begin{array}{ll}
\left(-\Gamma_{1_{n m}}\right) & \left(T_{n m}\right) e^{\left(\gamma_{n n}\right) \ell}\left(T_{n m}\right)^{-1} \\
\left(I_{n m}\right) e^{\left(\gamma_{n m}\right) \ell}\left(T_{n m}\right)^{-1} & \left(-r_{2_{n m}}\right)
\end{array}\right]\left[\begin{array}{l}
\left(v_{n}\right)_{1} \\
\left(v_{n}\right)_{2}
\end{array}\right] }
\end{align*}
$$

where the terms $\left(v_{n}\right)_{q}, q=1,2$ represent the source terms on the multiconductor line and are referred to as the combined current sources. Tinese terms are given by

$$
\begin{align*}
& \left(\vartheta_{n}\right)_{1}=\frac{1}{2}\left(T_{n m}\right) e^{\left(\gamma_{n n} z_{s}\left(T_{n m}\right)^{-1}\left(\left(z_{c_{n m}}\right)^{-1}\left(V_{n}^{(s)}\right)+\left(I_{n}^{(s)}\right)\right)\right.}  \tag{145}\\
& \left(v_{n}\right)_{2}=\frac{1}{2}\left(T_{n m}\right) e^{\left(\gamma_{n n}\right)\left(\ell-z_{s}\right)^{\prime}}\left(T_{n m}\right)^{-1}\left(\left(Z_{c_{n m}}\right)^{-1}\left(V_{n}^{(s)}\right)-\left(I_{n}^{(s)}\right)\right)
\end{align*}
$$

Notice that the matrix equation in (144) has matrices as its elemants. Thus it is referred to as a supermatrix equation.

The terms $\left(\Gamma_{1_{n m}}\right)$ and $\left(\Gamma_{2_{\text {rum }}}\right)$ are the generalized voltage reflection coefficients defined as

$$
\begin{equation*}
\left(\Gamma_{I_{n m}}\right)=\left[\left(z_{L_{n m}}^{(1)}\right)+\left(z_{c_{n m}}\right)\right]^{-1}\left[\left(z_{L_{n m}}^{(1)}\right)-\left(z_{c_{n m}}\right)\right] \tag{146}
\end{equation*}
$$

for the impedance load at $z=0$, and similarly for $\left(\Gamma_{2_{n m}}\right)$ at $z=\ell$ with $\left(Z_{L_{n m}}^{(2)}\right.$ ) as the load impedance. In this equation, the term $\left(Z_{c_{n m}}\right)$ represents the characteristic impedance matrix of the multiconductor line and is given by the relation

$$
\begin{equation*}
\left(Z_{c_{n m}}\right)=\left(Y_{n m}^{\prime}\right)^{-1}\left(T_{n m}\right)\left(\gamma_{n n}\right)\left(T_{n m}\right)^{-1} \tag{147}
\end{equation*}
$$

The treatment of distributed excitation, as opposed to the discrete excitation described above, can be regarded as a simple extension of the above formulae, by integrating over the ( $V_{n}^{(s)}$ ) and $\left(I_{n}^{\prime}(s)\right.$ source distributions. For this case, the terms $\left(\vartheta_{n}\right)_{1}$ and $\left(\vartheta_{n}\right)_{2}$ in (145) take the form

$$
\begin{align*}
& \left(\vartheta_{n}\right)_{1}=\frac{1}{2} \int_{0}^{\ell}\left(I_{n m}\right) e^{\left(\gamma_{n n}\right) \xi}\left(T_{n m}\right)^{-1}\left(\left(Z_{c_{n m}}\right)^{-1}\left(V_{n}^{\prime}(s)(\xi)\right)+\left(I_{n}^{\prime}(s)(\xi)\right) d \xi\right.  \tag{148}\\
& \left(\vartheta_{n}\right)_{2}=\frac{1}{2} \int_{0}^{\ell}\left(T_{n m}\right) e^{\left(\gamma_{n n}\right)(\ell-\xi)}\left(T_{n m}\right)^{-1}\left({\left(Z_{c_{n m}}\right)^{-1}\left(V_{n}^{\prime}(s)\right.}^{l}(\xi)\right)-\left(I_{n}^{\prime}(s)(\xi)\right) d \xi
\end{align*}
$$

which follows directly from superposition. Notice that now the voltage and current sources are per-unit-length quantities, and hence are denoted by a prime.

Once the transmission-1ine currents at the loads have been determined from (144) the line voltages at the loads can be determined as

$$
\begin{align*}
& \left(V_{n}(0)\right)=-\left(Z_{L_{n m}}^{(1)}\right)\left(I_{n}(0)\right)  \tag{149}\\
& \left(V_{n}(l)\right)=\left(Z_{L_{n m}}^{(2)}\right)\left(I_{n}(\ell)\right)
\end{align*}
$$

Note that here, only the terminal reaponses of the multiconductor line have been discussed. The general line response for a multiconductor Ine can be evaluated using the same techaique as for the two-wire line, but the results are generally not too useful for EMP applications.

It should be noted in passing that it is poasible to develop an alternate formulation for the response of a multiconductor line, involving voltage reflection coefficients, the voltage eigenmodes and propagation constants, and the combined voltage sourceg. There is no reason for preferring one formulation to another, since each requires an equal amount of work for computations.

### 1.3.2.3 Analysis of Transmission Line Networks

The previous sections have discussed the solution for voltage and current of a single section of two-wire transmission line, and on a general multiconductor transmission line. In actual situations a single section of transmission line may not accurately model the physical configuration of conductors. Many cascaded transmission-1ine sections, branching transmission lines, or lines forming closed loops may be required for an accurate model of an electrical system.

As will be shown in this section, a general interconnected transmission-line network can be described by an equation aimilar to that of (144). By using the electrical properties of the individual transmiseion-1ine sections which comprise the transmission-1ine network (here referred to as transmission tubes), as well as details of the interconnection of the transmission lines at the junctions, it is possible to solve for the various load currents or voltages in a direct fashion, as discussed in [35-37].

Consider a multiconductor transmission-1ine network, with four interconnected uniform transmission lines and a common reference
conductor, at illustrated in Fig. 13a. It is desired to compute the voltage or current response at various junctions within the network. To facilitate the analysis, it is convenient to repregent the network by a linasr graph, consisting of junctions and tubes, as shown in Fig. 13b. This network can be described mathematically by one or more interconnection matrices [36] which indicate how the tuben and junctions are connected. For example, there are tube-tube, junctionjunction, function-tube and tube-junction matrices. Furthermore,

(a)


Fig. 13. (a) A simple multiconductor tranomission-line network, and
(b) its associated graph.
aince the propagation analysis on the milticonductor tubes involves forward and beckatd propagating waved. it is possible to define a wave-wave interconnection matrix for which a typical element relates a particular incidant vaye at a junction to all the scattered navas at the sam junction.

In sec. 1.3.2.2.2 the propagation ralacions for voltage and curreat waves on a miticonductor line have been developed. A slightly different (but equivalent) method for deternining these propagation relations has bean devaloped in [36] and involves the concept of a combined voltage quantity, $\left(V_{n}\right)_{q}$, which is defined as

$$
\begin{equation*}
\left(V_{n}\right)_{q}=\left(V_{n}\right)+q\left(Z_{c_{m}}\right)\left(I_{n}\right) \tag{150}
\end{equation*}
$$

The quantity $q$ im +1 or -1 , depending on whether the combined voltage wave is forward or backward propagating, and $\left(V_{n}\right)$ and $\left(I_{n}\right)$ are the usual tube voltage and current vectors.

The combined voitage-differential equation describing the propagation along the tube comas directly from the Telegrapher's equations and has the form

$$
\begin{equation*}
\frac{\partial}{\partial z}\left(v_{n}\right)_{q}+q\left(Z_{n m}^{\prime}\right)\left(Y_{n m}^{\prime}\right)\left(V_{n}\right)_{q}=\left(V_{n}^{\prime(z)}\right)_{q} \tag{151}
\end{equation*}
$$

where $\left(V_{n}^{\prime(s)}\right)_{q}$ is a combined voitage source terim involving the actual distributed voltage and current nources, $\left(Y_{n}^{\prime(s)}\right.$ ) and $\left(I_{n}^{\prime}(s)\right.$, and is given by

$$
\begin{equation*}
\left(V_{n}^{\prime(s)}\right)_{q}-\left(V_{n}^{\prime}(s)+q\left(Z_{c_{n m}}\right)\left(I_{n}^{\prime(a)}\right)\right. \tag{152}
\end{equation*}
$$

Eg. (151) can be solved using the ame diagonalization procedure used for (136) with the result that

$$
\begin{align*}
\left(V_{n}(z)\right)_{q} & =\left(T_{n m}\right)^{T} e^{-q\left(\gamma_{n n}\right) z}\left(T_{n m}\right)^{-1}\left(V_{n}(0)\right)_{q} \\
& +\int_{0}^{z}\left(T_{n m}\right)^{T_{n} q\left(\gamma_{n n}\right) \xi}\left(T_{n m}\right)^{T^{-1}}  \tag{153}\\
& \times\left[\left(v_{n}^{\prime(s)}(\xi)\right)+q\left(Z_{c_{n m}}\right)\left(I_{n}^{\prime(g)}(\xi)\right)\right] d \xi
\end{align*}
$$

Here the modal matrix ( $T_{n m}$ ) and the diagonal eigenvalue matrix ( $\gamma_{\mathrm{nn}}$ ) are defined in (137) or (138).

Note that (153) relates the combined voltage at $z$ to the same quantity at $z=0$ and to the distributed sources along the line. It is, assentially, a relation for forward and backward propagating voltage waves on the line. The total voltages on the line can than be determined as

$$
\begin{equation*}
\left(v_{n}\right)=\frac{1}{2}\left[\left(v_{n}\right)_{+}+\left(v_{n}\right)_{-}\right] \tag{154}
\end{equation*}
$$

and the line current is

$$
\begin{equation*}
\left(I_{n}\right)=\left(z_{c_{n m}}\right)^{-1} \frac{1}{2}\left[\left(v_{n}\right)_{+}-\left(v_{n}\right)_{-}\right] \tag{155}
\end{equation*}
$$

To apply (153) to the problem of analyzing a trangmission-line network, it is possible to obtain two independent relations for the waves propagating away from the ends of the tubes in terms of the waves incident on the tube ends. For a single tube of length $l$, this takes the form

$$
\left[\begin{array}{l}
\left(v_{n}(0)\right)_{+}  \tag{156}\\
\left(v_{n}(\ell)\right)_{-}
\end{array}\right]=\left[\begin{array}{l}
\left(0_{n m}\right)\left(p_{n m}\right) \\
\left(P_{n m}\right)\left(0_{n m}\right)
\end{array}\right]\left[\begin{array}{l}
\left(v_{n}(l)\right)_{+} \\
\left(v_{n}(0)\right)_{-}
\end{array}\right]+\left[\begin{array}{l}
\left(v_{n}^{(s)}\right)_{+} \\
\left(v_{n}^{(s)}\right)_{-}
\end{array}\right]
$$

where the matrix ( $\mathrm{P}_{\mathrm{nm}}$ ) is given by

$$
\begin{equation*}
\left(P_{n m}\right)=\left(T_{n m}\right)^{T} e^{\left(\gamma_{n n}\right) \ell}\left(T_{n m}\right)^{T^{-1}} \tag{157}
\end{equation*}
$$

and the source terms $\left(V_{n}^{(s)}\right)_{q}$ are obtatined from (153) with $z=\ell$ as
$\left(V_{n}^{(s)}\right)_{+}=\int_{0}^{\ell}\left(T_{n m}\right)^{T} e^{\left(\gamma_{u n}\right)(\ell-\xi)}\left(T_{n m}\right)^{T^{-1}} \times\left[V_{n}^{\prime(s)}(\xi, s)+\left(z_{c_{n m}}\right) I_{n}^{\prime(a)}(\xi, s)\right] d \xi$
$\left(V_{n}^{(s)}\right)_{\ldots}=\int_{0}^{\ell}\left(T_{n m}\right)^{T} e^{\left(\gamma_{n n}\right) \xi}\left(T_{n m}\right)^{T^{-1}} \times\left[V_{n}^{\prime(s)}(\xi, s)-\left(Z_{c_{n m}}\right) I_{n}^{\prime(s)}(\xi, s)\right] d \xi$

Eq. (156), which is matrix equation whose elements are thamselves matrices, is called a supermatrix equetion and can be written in a mora compact form as

$$
\begin{equation*}
\left(\left(v_{n}\right)_{v}\right)=\left(\left(P_{n m}\right)_{u v}\right):\left(\left(v_{n}\right)_{u}\right)+\left(\left(v_{n}^{(B)}\right)_{v}\right) \tag{159}
\end{equation*}
$$

where the subscripts $v=1,2$ and $u=1,2$, and the propagation aupermatrix ( $\left(P_{n m}\right) u_{u}$ ) denotes the sparse supermatrix containing the $P$ terms in (156): For $v=1$ the term $\left(V_{n}\right)$ represents the $n$-vector combined volrage reflected from the tube at $z=0$. Similarly, the $v=2$ term represents combined voltage reflected at $z=\ell$.

For a transmission-line netwoik consisting of $\mathrm{N}_{\mathrm{T}}$ tubes, there will be $\mathbb{N}_{\mathrm{T}}$ equations like (156) describing the line currents. These may be expressed in supermatrix form as in (159) with $u, v=1,2, \ldots 2 N_{T}$. In constructing this supermatrix equation, it should be noted that the wave-wave interconnection matrix describes the ordering of the individual block matrices, ( $\mathrm{P}_{\mathrm{nm}}$ ), within the supermatrix.

In addition to (159), it is necessary to develop a relationsinip between incident and reflected combined voltage waves at che netwrirk.
junctions to be able to solve for the network responce. For a junction containing $k$ tubes, the relationship between the raflected and scattered components can be expressed as

$$
\begin{equation*}
\left(\left(v_{n}\right)_{v}\right)=\left(\left(s_{n m}\right)_{u v}\right):\left(\left(v_{n}\right)_{u}\right) \tag{160}
\end{equation*}
$$

where the supervectors $\left(\left(V_{n}\right)_{u}\right)$ and $\left(\left(V_{n}\right)_{v}\right)$ consist of $k$ vector components and the supermatrix $\left(\left(S_{n m}\right)_{u v}\right)$ is a $k \times k$ block supermatrix. The elements of ( $\left(S_{n \times 1}\right)$ up $)$ depend upon the details of the interconnection between the various tubes at the junctions, the characteristic impedence of the tubes, as well as any impedance discontinuities (or loading) which may be present at the junction. This is discussed in more detail in [35].

The indices $u$ and $v$ here are not aimply equal to $1,2, \ldots k$, but depend on the values of $u$ and $v$ assigned to the $k$ tubes connected to the junction under consideration, as described by the function-wave interconnection matrix. Eq. (160) is also valid for the entire network by letting $u$ and $v$ run over all possible values found in the network, i.e., $u, v=1,2, \ldots 2 \mathrm{~N}_{\mathrm{T}}$.

After reordering the elements in the scattering equation (160), so as to correspond to the wave-wave interconnection matrix, it is possible to develop a single equation for all components of the combined incident voltages at the junctions of the network by equating $\left.\left(v_{n}\right)_{v}\right)$ in (159) and (160). We then obtain

$$
\begin{equation*}
\left(\left(v_{n}\right)_{u}\right)=\left[\left(\left(s_{n m}\right)_{u v}\right)-\left(\left(P_{n m}\right)_{u v}\right)\right]^{-1}\left(\left(v_{n}^{(s)}\right)_{v}\right) \tag{161}
\end{equation*}
$$

The total voltage at the ends of each tube in the network is then expressed via (154) and (160) as

$$
\begin{align*}
\left(\left(v_{n}\right)_{k}\right)= & \frac{1}{2}\left[\left(\left(v_{\mathfrak{n}}\right)_{u}\right)+\left(\left(v_{n}\right)_{v}\right)\right]-\frac{1}{2}\left[\left(\left(\delta_{n \mathrm{~m}}\right)_{u v}\right)+\left(\left(s_{n m}\right)_{u v}\right) \cdot\right]: \\
& {\left[\left(\left(s_{n m}\right)_{u v}\right)-\left(\left(p_{n m}\right)_{u v}\right)\right]^{-1}\left(\left(v_{n}^{(s)}\right)_{v}\right) } \tag{162}
\end{align*}
$$

where $k=1,2, \ldots 2 N_{T}$ and $N_{T}$ is the total number of tubes within the transmiseion-line network.

The expression in (162) is one form of the BLT equation, which has. been named after the authors of [36]. Other variations of this formula may be written for the toral current. The above BLT equation deacribes the voltage response at an arbitrary complex frequency for the entire network. Transient results for the network can be obtained using Laplace or SEM methods.

### 1.3.2.4 Determination of Line Parameters

### 1.3.2.4.1 Line Capacitance, Conductance and Inductance

We have already seen that ( $C_{n m}^{\prime}$ ) can be determined by solving a two-dimensional electrostatic problem. It cain be shown that ( $L_{\mathrm{nm}}^{\prime}$ ) and ( $G_{m m}^{\prime}$ ) are simply related to ( $C_{n m}^{\prime}$ ). The field coupling coefficients ( $L_{m}^{(i)}$ ) and $\left(C_{m}^{(i)}\right.$ ) can also be solved as electrostatic problems when the incident field is egsentially uniform throughout the line cross section.

It is worthwhile, therefore, to devote some brief consideration to the solution of the two-dimensional electrostatic problem. For more detail one may consult $[31-34,38-48]$.

Three general methods of solution are available: mathematical, experimental and numerical. Mathematical methods depend on solving (122), or the inverse equation

$$
\begin{equation*}
V_{n}=\sum_{m=1}^{N} S_{n m}^{\prime} Q_{m}^{\prime} \quad n=1, \ldots, N \tag{163}
\end{equation*}
$$

where the $S_{n m}^{\prime}$, called elastance coefficients, are defined by

$$
S_{n k}^{\prime}=V_{n} / Q_{k}^{\prime} \quad \begin{aligned}
& \mathfrak{n}_{\mathrm{k}} k=1, \ldots, N \\
& Q_{m}^{\prime}=0 \text { for } m \notin k
\end{aligned}
$$

In matrix notation,

$$
\begin{equation*}
\left(V_{n}\right)=\left(S_{n m}^{\prime}\right)\left(Q_{m}^{\prime}\right) \tag{164}
\end{equation*}
$$

whence

$$
\begin{align*}
& \left(Q_{n}^{\prime}\right)=\left(S_{n m}^{\prime}\right)^{-1}\left(V_{m}\right) \\
& \left(C_{p m}^{\prime}\right)\left(S_{n m}^{\prime}\right)=\left(S_{n m}^{\prime}\right)\left(C_{n m}^{\prime}\right)=\left(S_{n m}\right) \tag{165}
\end{align*}
$$

Some results of analysis are given in Chap. 2.4.
Capacitance may be measured directly by standard methods, or, if more convenient, a acaled model of the actual configuration may be used. Anaiog measurements using an electrolytic tank or a conductive sheet (Teledeltos paper) may be employed [43].

Numerical methods use high-speed digital computers to solve large sets of simultaneous linear equations derived by writing the Laplace differential equation as a finite difference equation, or to approximate the integral of Poisson's equation

$$
V=\frac{1}{4 \pi \varepsilon} \int_{S} \frac{\rho}{x} d S^{\prime}
$$

as a finite sum [43-48]. Space limitation precludes discussion of this intereating subject in detail.

The conductance coefficients are readily determined from the capacitance coefficients. The relation is

$$
\begin{equation*}
\left(G_{\mathrm{n}}^{\prime}\right)=\frac{\sigma}{\varepsilon}\left(C_{\mathrm{nm}}^{1}\right) \tag{166}
\end{equation*}
$$

In fact, (166) is the basis for determination of capacitance by the electrolytic tank and conductive sheet methods [ 38,43 ].

The inductance matrix ( $L_{n m}^{\prime}$ ) may also be computed from the capacitance matrix and the constitutive parameters. It may be shown that the matrices ( $L_{n m}^{\prime}$ ) and ( $C_{n m}^{\prime}$ ) obey the relationship

$$
\begin{equation*}
\left(L_{\mathrm{nm}}^{\prime}\right)\left(C_{\mathrm{nm}}^{\prime}\right)=\left(C_{\mathrm{nm}}^{\prime}\right)\left(L_{\mathrm{nm}}^{\prime}\right)=\mu \varepsilon\left(\delta_{\mathrm{n} m}\right) \tag{167}
\end{equation*}
$$

for lines in homogeneous isotropic media.

For media varying in the cross-sectional dimensions of the line coefficients are frequently computed as though the system were electrostatic, while the inductance coefficients are determined as though the medium permittivity were uniform.

### 1.3.2.4.2 Effects of Conductor Losses, Discontinuities and Inhomogeneties

In some cases, the conductors comprising the transmission line cannot be considered to be perfectly conducting but are good conductors, defined by the inequality

$$
\begin{equation*}
\frac{\sigma}{\omega \varepsilon} \gg 1 \tag{168}
\end{equation*}
$$

A plane wave traveling over the surface of a semi-infinite plane conductor induces surface current $J(A / m)$ in the conductor. The $108 s$ in a surface one meter wide and one meter long in the direction of propagation is

$$
\begin{equation*}
W_{\ell}=J^{2} R_{0} \quad \text { watts } / m^{2} \tag{169}
\end{equation*}
$$

where $R_{0}$ is the effective resistance in ohms per square of a section of the conductor one meter wide and one meter long. If $\delta$ is the skin depth, then

$$
\begin{equation*}
R_{0}=1 /(\sigma \delta)=\sqrt{\pi f \mu / \sigma} \tag{170}
\end{equation*}
$$

For conductors with curvilinear cross sections, but with radii of curvature much greater than the skin depth, (170) is a good approximation for the peripheral unit resistance, and is commonly used. Thus, the resistance ( $\Omega / \mathrm{m}$ ) of a solid round conductor of radius a is

$$
\begin{equation*}
R_{a}^{\prime} \approx \frac{R_{o}}{2 \pi a}=\frac{1}{2 a} \sqrt{f \mu / \pi \sigma} \quad \Omega / m \tag{171}
\end{equation*}
$$

If $f$ is in MHz , a in mm , and $\sigma=5.8 \times 10^{7} \mathrm{v} / \mathrm{m}$ for copper conductors, then

$$
\begin{equation*}
R_{a}^{\prime} \simeq 0.0415 \sqrt{ \pm} / a \quad \Omega / \mathrm{m} \tag{172}
\end{equation*}
$$

Eq. (171) assumes that current is distributed uniformly around the conductor cross section. Far a two-conductor line with conductor radil equal to $a$, the line resistance, assuming uniform current distribution, is 2Ra, i.e.,

$$
\begin{equation*}
R^{\prime}=2 R_{a}^{\prime}=\frac{1}{a} \sqrt{f \mu / \pi \sigma} \tag{173}
\end{equation*}
$$

However, when the conductors are in close proximity, the current distribution is disturbed. In that case, we can derive the conductor resistance through the solution of an electrostatic problem. For instance, for a round conductor of radius a and a circumferential linear current dencity $J$, the conductor power loss per meter of line is

$$
\begin{equation*}
W_{c}^{\prime}=a R_{0} \int_{0}^{2 \pi} J^{2} d \phi \tag{174}
\end{equation*}
$$

The conductor resistance $R^{\prime}$ is then given by

$$
\begin{equation*}
R^{\prime}=\frac{W_{c}^{\prime}}{I^{2}} \propto \frac{a R_{o}}{Q^{\prime 2}} \int_{0}^{2 \pi} \rho^{2} d \phi \tag{175}
\end{equation*}
$$

wher

$$
Q^{\prime}=a \int_{0}^{2 \pi} \rho \mathrm{~d} \phi
$$

and $p$ is the conductor surface charge density along the circumference of the wire, determined as the solution of an electrostatic problem. For instance, the correct value for the two-conductor line resistance previously given by (173) is

$$
\begin{equation*}
R^{\prime}=\frac{1}{a}\left(\frac{f \mu}{\pi \sigma}\right)^{\frac{1}{2}}\left[1-\left(\frac{2 a}{D}\right)^{2}\right]^{-\frac{1}{2}} \tag{176}
\end{equation*}
$$

where $D$ is the eeparacion of the ines.
Thus, given a syatem of conductors with an assigned set of conductor potentiala, the various charge distributions $Q_{Z}^{\prime}$ and therefore the effec-
tive resistances can be found. It must be emphasized that every different set of potentials results in a (generally) different set of charge distributions, therefore different values of line attenuation, The only exception is the two-conductor ( $\mathrm{N}=1$ ) line.

Line discontinuities may occur for a variety of reasons: (a) line terminations themselves consticute discontinuities; (b) the line may pass near one or more objects that constitute geometric disturbances in the uniformity of the line cross section; (c) cables may contain occasional holes or slots that disturb cross-section uniformity. All such disturbances give rise to higher-order modes of propagation which, because of the line's sinall electrical cross section, attenuate rapidly in tine vicinity of the discontinuity. Their effect can be accounted for by a simple lumped-constant network at the point of discontinuity. A number of examples of such equivalent circuits is given in $[49,50]$.

When a multiconductor ine is embedded in an inhomogeneous dielectric, as occurs frequently, for instance, in a multiwire cable, propagation is no longer in a pure TEM or single mode. Strictiy speaking, the use of static values of capacitance, inductance and conductance is erroneous; however, when the ine cross section is small compared to a wavelength, the errors are not expected to be serious. riveidation of such errors is generally very complicated. Some elem. 'ry cases have been analyzed to obtain information regarding the error order of magnitude to be expected [38].

### 1.3.2.4.3 Experimental Determination of Line Parameters

In many practical situations, it may be difficult to compute the transmission-line parameters from a knowledge of the geometrical properties of the line. An alternate approach is to measure voltages and/or currents on the line with various load configurations, and then to evaluate the line parameters. A description of various techniques for single and multiwize transmission lines is given in [51].

One approach to the problem of determining the parameters of a two-wire line, assumed to be lossless, is to pexform transient measurements at one end of the transmission line witi. a time-domain reflectometer
(TDR). The TDR launches a very sharp voltage step into the line and then measuxes the total (reflected plus incident) voltage at the ine's input as a function of time. The TDR records the instantaneous voltage reflection coefficient $\Gamma_{V}$ given by

$$
\begin{equation*}
\Gamma_{v}=\frac{Z_{c}-Z_{g}}{Z_{c}+Z_{g}} \tag{177}
\end{equation*}
$$

where $Z_{c}$ is the characteristic line impedance seen by the IDR and $Z_{g}$ is the internal impedance of the TDR. With a measurement of $\Gamma_{v}$ from the TDR the impedance of the two-wire line being measured is given by

$$
\begin{equation*}
Z_{c}=Z_{g}\left(\frac{1+\Gamma_{v}}{1-\Gamma_{v}}\right) \tag{178}
\end{equation*}
$$

For most TDR's the generator impedance $Z_{g}$ is $50 \Omega$.
In addition to measuring the impedance level on the transmission line, the " $C D R$ can be used to determine the imaginary part of the propagation constant $\gamma$ on the line. This is done by noting the time interval $\Delta t$ between reflections at the near and far ends of the cable. For a line of length $\ell$, this time is given by

$$
\begin{equation*}
\Delta t=\frac{2 \ell}{v} \tag{179}
\end{equation*}
$$

where $v$ is the speed of propagation on the line. The imaginary part of the propagation constant can then be expressed as

$$
\begin{equation*}
\beta=\operatorname{Im}(\gamma)=\frac{\omega}{v}=\omega \frac{\Delta t}{2 \ell} \tag{180}
\end{equation*}
$$

where $\omega$ is the angular frequency.
The imaginary part of the series impedance per unit length of the line is

$$
\begin{equation*}
\operatorname{Im}\left(Z^{\prime}(B)\right)=\operatorname{Im}(\gamma) Z_{c}=\omega \frac{\Delta t}{2 \ell} Z_{c} \tag{181}
\end{equation*}
$$

which, together with (178), gives a series inductance per unit length as

$$
\begin{equation*}
L^{\prime}=\frac{\Delta t}{2 \ell} z_{g}\left(\frac{1+\Gamma_{v}}{1-\Gamma_{v}}\right) \tag{182}
\end{equation*}
$$

and a shunt capacitance per unit length

$$
\begin{equation*}
C^{\prime}=\frac{\Delta t}{2 \ell} \frac{1}{Z_{g}}\left(\frac{1-\Gamma_{v}}{1+\Gamma_{v}}\right) \tag{183}
\end{equation*}
$$

For multiconductor lines, the TDR measurements are somewhat more complicated due to the fact that multiple propagation constants can exist on the line. In this case an alternate get of measurements in the frequency domain can be used to determine the parameters of a lossless multiconductor line [51]. This approach involves measuring the input impedance matrix ( $\mathrm{Z}_{\mathrm{nm}}^{\mathrm{SC}}$ ) of the line at one end with the other end sinorted and the dual quantity, the input admittance matrix ( $Y_{n m}^{0 C}$ ), with the other end in an open circuit configuration. If the line is assumed lossless and the transmission line is electrically short, i.e., wh/c $\ll 1$, these open and short circuit measurements lead directly to the per-unitlength line parameters as

$$
\begin{align*}
& \left(L_{n m}^{\prime}\right)=\left({\left.z_{i n_{n m}}^{s c}\right) / j \omega \ell}^{\left(C_{n m}^{\prime}\right)=\left(Y_{i n_{n m}}^{o c}\right) / j \omega \ell}\right. \tag{184}
\end{align*}
$$

where $\&$ is the line length and the general complex frequency $s$ has been replaced by $j \omega$.

### 1.3.2.5 External Coupling Parameters

Transmission lines and cables are excited by external fields in a variety of ways. Perhaps, the prototypical example is that of an isolated
two-conductor line subject to a plane wav at arbitrary incidence. Other situations include (a) distributed excitation of systems of one or more wires close to a metal surface or to conducting earth; (b) distributed excitation of the interiors of cables through penetration of solid or braided shields; (c) localized excitation of the interiors of cables through leaks at connectors; (d) "point" excitation of conduit interiors through leaks at conduit joints.

It is convenient to separate the incident electric and magnetic field into components parallel to the line axis and those transverse to the axis. Components transverse to the axis appear ordinarily to be most important in exciting the line, and will first be discussed below. By Faraday's induction law, variation in the axial component of electric intensity across the line is equivalent to the transverse magnetic field linking it.

### 1.3.2.5.1 Incident Field Components Transverse to a Two-Conductor Line

Because of the small transverse dimensions of the line it is possible to solve for the transverse coupling parameters, or to measure them experimentally, by treacing them as electrostatic quantities, i.e., capacitances or combinations of capacitances. This situation can be appreciated intuitively by imagining the excitation fields to be the result of a wave on a parallel-plate transmission line enclosing the given Iine (Fig. 14). The parallel plates are sufficiently sepa-


Fig. 14. Parallel-plate line enclosing two-wire line.
rated from the line, so that the reaction of currents and charges on the line does not affect the values of current and charge on the plates. Thus, the E-field coupling problem is reduced essentially to that of capacitance coupling between the two-conductor line and the plate line. The H-field coupling is one of inductive coupling, which is directly related to an electrostatic problem. Some problems using this concept are solved in [38].

An elegant theoretical approach starting with fundamental concepts is used in [31]. For a line of two conductors with arbitrary cross sections in a uniform field, the incident-field forcing functions of (117) are given by the first terms on the right side of (119). For a plane wave incident on an isolated two-conductor line, a sirple relation exists between $V^{\prime(s)}$ and $I^{\prime}(s)$ of (117) if the Poynting vector of the incident wave makes an angle $\theta$ with the line axis, and the E-vector is parallel to the plane containing the conductors' axes. Then

$$
\begin{align*}
& V^{\prime(s)}=\gamma Z_{0} H_{0} h e^{-\gamma z \cos \theta}  \tag{185}\\
& I^{\prime(s)}=-\gamma \frac{E_{0} h}{Z_{c}} \cos \theta e^{-\gamma z \cos \theta}
\end{align*}
$$

where $H_{0}, E_{0}$ are the magnetic and electric field incident on the line at $z=0, Z_{o}$ is the free-space impedance, and $Z_{c}$ is the line characteristic impedance.

For a single conductor over a lossless ground plane, the above equations can also be used for determining the line excitation. Because of reflection from the ground, the effective values of $H_{0}$ and $E_{0} \cos \theta$ are doubled in (185), while

$$
\begin{equation*}
h=D_{g}\left[1-\left(a / D_{g}\right)^{2}\right]^{\frac{1}{2}} \tag{186}
\end{equation*}
$$

where $a$ is the conductor radius and $D_{g}$ is the height of the conductor center above the ground plane. The value of $Z_{c}$ also changes accordingly.

### 1.3.2.5.2 Transverse Field Coupling to a Coaxial Cable Near a Perfectly

 Conducting GroundOne important transmission-line configuration often used for BMP analysis is a coaxial cable whose inner conductor is excited by an incident EMP. The EMP field is incident on the cable exterior, with coupling parameters computed as though it were a solid conductor. The induced current on the cable exterior gives rise to a geries distributed voitage in the interior of the cable given by [52,53]

$$
\begin{equation*}
V^{\prime(s)}=z_{T}^{\prime} I_{t} \tag{187}
\end{equation*}
$$

where $I_{t}$ is the total current flowing on the cable, and $Z_{T}^{\prime}$ is the transfer impedance which will be discussed in Chap. 2.4.

The geometry of a braided shield, however, is such as to preclude any possibility of a tractable mathematical model that resembles closely an actual shield. A number of ingenious approximate models have been suggested and analyzed [54-60] and, in at least one case, compared with measured data [54]. In spite of the fact that some of the experimental data had been based on partly erroneous concepts concerning the coupling mechanism [61] the calculated and measured values agreed within a factor of about 3 to 1 . A developed section of a braided shield is shown in Fig. 15. As a result of the incomplete coverage of the criss-crossed wire braids, small diamond-shaped apertures occur through which both electric and magnetic fields can penetrate, the penetrability increasing with frequency. In addition, magnetic field diffuses through the solid portion of the shield, diminishing with increasing frequency. The determination of the distributed sources $\left(V_{n}^{\prime}(s)\right.$ and $\left(I_{n}^{\prime}\right)$ can be found in Chap. 2.4.

### 1.3.2.5.3 Axial Field Coupling to Transmission Lines

For conductors with electrically small cross sections, an incident axial magnetic field component is of no practical importance. An axial electric field component, on the other hand, affects TEM transmission in two ways. First, the variation of this field component across the line
due primarily to space phase shift can be accounted for by the transverse magnetic field component, which has already been considered. Second, the average value of the axial electric intensity induces antenna-mode currents $I_{c}$ and charges $Q_{c}$ on the conductors, as defined in (118). For more details the reader is referred to [31].

### 1.3.2.5.4 Field Coupling to a Multiconductor Line

The determination of the field excited sources $\left(V_{n}^{\prime}(s)\right.$ ) and ( $I_{n}^{\prime(s)}$ ) has been discussed recently in [62]. For a general coaxial multiconductor line these sources take the form

$$
\begin{align*}
& \left(V_{n}^{\prime}(s)(z)\right)=\left(Z_{T_{n}}^{\prime}(z)\right) I_{t}(z)+\sum_{m=1}^{2}\left(Z_{T_{n}}(z)\right)_{m}\left(H_{m}^{1}(z)\right)  \tag{188}\\
& \left(I_{n}^{\prime}(s)(z)\right)=\left(\Omega_{T_{n}}(z)\right) Q_{t}^{\prime}(z)+\sum_{m=1}^{2}\left(\Omega_{T_{n}}(z)\right)_{m}\left(D_{m}^{i}(z)\right)
\end{align*}
$$

In this relation $I_{t}$ and $Q_{t}^{\prime}$ represent the total current and charge per unit length on the outer sheath of a coaxial multiconductor line. The other terms, which are summed over $m$ (the three orthogonal vector


Fig. 15. Braid pattern developed on a plane.
directione, with $=3$ corresponding to the direction of propagation on the lina), relate the sources to the appropriate componente of the incidant $\vec{B}^{1}$ and $\vec{D}^{1}$ fields through the transfer impedance vectors $\left(Z_{T_{n}}(z)\right)_{n}$ and the charge tranafer functiong $\left(\Omega_{r_{n}}(z)\right)_{m}$.

The datermination of the source terms for an open multiconductor tranmiseion line has aleo been discusged in [38,63] for the apecial case of round conductors with radii small compared to their separation. Under this agumption of no interactions among the gmall conductars these source terms take the form

$$
\begin{align*}
& \left(V_{n}^{\prime(s)}(z)\right)=s \mu_{0}\left(\int_{0}^{d} H_{L_{n}}^{i}(\xi, z) d \xi\right) \\
& \left(I_{n}^{\prime}(s)(z)\right)=-s\left(C_{n}^{\prime}\right)\left(\int_{0}^{d} E_{L_{n}}^{i}(\xi, z) d \xi\right) \tag{189}
\end{align*}
$$

where $d_{n}$ rapresents the distance from the reference conductor to the nth conductor, $H_{h^{\prime}}^{1}$ is the perpendicular component of the incident magnetic field passing through the area between the reference and the nth conductor, and $\mathrm{E}_{\perp}^{1}$ is the transverse component of the incident electric field between the conductors. For lines with cross sections small compared with a wavelangth, such that $\overrightarrow{\mathrm{H}}^{1}$ and $\overrightarrow{\mathrm{E}}^{1}$ do not vary appreciably over the cross aection, these terme can be approximated as

$$
\begin{align*}
& \left(V_{n}^{\prime(s)}(z)\right)=\left(s \mu_{o} d_{n} H_{L_{n}}^{I}(z)\right) \\
& \left(I_{n}^{\prime(s)}(z)\right)=-g\left(C_{n_{n}}^{\prime}\right)\left(d_{n^{\prime}} E_{L_{n}}^{1}(x)\right) \tag{190}
\end{align*}
$$

For a more general miliconductor cable whose wire radil may be comparable to the wire separation, (190) is not valid due to the nonuniform diatribution of charges and currents around the wires. The above source terms for thick wire conductors as well as the antenna-mode
excitation for a multiconductor transmission lime have not bequ investigated in detail, and remain an area open for future rasearch.

An alterante approach to determining the axternal coupling vectors for a multiconductor cable is to measure them experimentally. This approach will require a generalization of the accepted technique of exciting the cable through an auxiliary coaxial cylinder surrounding it [64-66]. However, care must be taken that the resulte are interpreted properly [61].

### 1.3.3 CIRCUIT APPROACH

The circuit approach is essentially a low-frequency method ureful for wavelengths much greater than the overall dimensions of the system under consideration. When this assumption hoidss the electrical reaponse of the system can be described by the conventional circuit theory. This theory is expressed in two laws, the Kirchhoff current and voltage laws. These two laws take extremely simple mathematical form, namely, the form of algebraic and ordinary differential equations. For this reason the circuit approach quickly leads to simple and physically interpretable results. Besides the analytical ease of this approach, the circuit concept is a powerful tool for qualitative thinking, often shedding valuable light on the many electromagnetic interactions taking place within a complex system. But two important points must be borne in mind in applying the circuit concept to EMP interaction problems. The circuit approach is an approximation to the transmission-line approach (Sec. 1.3.2) which, in turn, is an approximation to the integral-equation approach (Sec. 1.3.1). Another point is that the circuit approash is incomplete in the sense that it gives no information on the value of the lumped circuit elements (the resistance, inductance, and capacitance) of the object under consideration. These elements must be deduced from either field theory or experimental measurements.

In this section we will first discuss the relationship of Kirchhoff's circuit theory to Maxwell's field theory starting from Maxwell's equations in integral form. This relationship is then re-examined from the customery
viewpoint of the elactrical engineer through the uge of vector and scalar potentials. We then proceed to derive the circuit properties of an object in infinite space with the aid of the complex Poynting theorem expressed in terms of current and charge densities on the external surface of the object. With this theorem the positive real ( $p . r_{\text {. }}$ ) characteristics of the driving-point impedance or admittance can be proved, the resonance condition can be establiahed, and the damping of each resonant (natural) mode by radiation can be calculated. This theorem also leads, at the low-frequency limit, to the concept of energy functions in terms of which the Kirchhoff voltage law can be re-derived by the Lagrangian method. To end this section we will briefly discuss the equivalent circuit representations of discontinuities in an otherwise uniform transmission line or waveguide, and the circuit deacriptions of the dynamic behaviors of several different kinds of modes, such as the waveguide.modes, the cavity modes, the leaky modes, and the natural modes.

### 1.3.3.1 Circuit Theory via Maxwell's Equations in Integral Form

A close relationship between circuit theory and field theory can be found in Maxwell's equations written in integral form [67-69]

$$
\begin{align*}
& \int_{C} \vec{E} \cdot \overrightarrow{d t}=-\frac{d}{d t} \int_{S} \vec{B} \cdot \overrightarrow{d S}  \tag{191}\\
& \int_{C} \vec{H} \cdot \overrightarrow{d t}=\frac{d}{d t} \int_{S} \vec{D} \cdot \overrightarrow{d S}+I \tag{192}
\end{align*}
$$

where the surface $S$ spans the contour $C$ (Fig. 16), I is the total conduction current crossing the surface $S$, and the circle through the integral sign is used to denote that the contour is a closed curve. Note that in (191) and (192) all apatial coordinates are integrated out, as is the case with Kirchhoff's laws in circuit theory.

To illustrate how (191) can be applied to EMP interaction problems we consider a conducting loop immersed in a slowly time-varying magnetic
field $\mathrm{B}^{1}(\mathrm{t})$ and calculate the induced current I in the loop (Fig. 17a). Let us take the contour $C$ anywhere ingide the loop. Then, using Ohm's 1aw $\vec{J}_{v}=\sigma \mathbb{E}_{\text {, one gets from the left-hand aide of (191) }}$

$$
\begin{equation*}
\int_{C} \vec{E} \cdot \overrightarrow{d!}=B I \tag{193}
\end{equation*}
$$

whare R is the loop's resistance and is given by

$$
\begin{equation*}
\mathbb{R}=\int_{C} \frac{d \ell}{\sigma A} \tag{194}
\end{equation*}
$$

if $J_{v}$ is uniformly distributed over the cross-section $A$ of the wire. The direction of the induced current $I$ is dictated by Lenz's rule, which states that the direction of the induced current in the loop is such that it tends to oppose the change of flux linking the loop $[67,70]$.

To evaluate the right-hand side of (191) we write $\vec{B}$ as the sum of the incidenc and scattered magnetic fields, and obtain

$$
\begin{equation*}
\frac{d}{d t} \int_{S} \vec{B} \cdot \overrightarrow{d S}=\frac{d \Phi^{i}}{d t}+\frac{d \Phi^{s}}{d t} \tag{195}
\end{equation*}
$$



Fig. 16. A surface $S$ spanining the closed curve $C$.
where $\phi^{1}$ and $\phi^{8}$ are, respectively, the total flux of the incident and scattered field $\vec{B}^{i}$ and $\vec{B}^{\mathbf{8}}$ linking the loop, and $\Phi^{1}$ is equal to $\vec{B}^{1}$ times the affective area $\vec{A}_{\text {ef }}$ of the loop, namely [71]

$$
\begin{equation*}
\Phi^{i}=\text { B' }_{\text {B }}^{\text {ef }} \tag{196}
\end{equation*}
$$

Since $\phi^{s}$ is proportional to the induced current I we write

$$
\begin{equation*}
\Phi^{8}(t)=I I(t) \tag{197}
\end{equation*}
$$

where the proportionality constant $L$ is the so-called self-inductance of the loop. Substitution of (193), (195) and (197) in (191) gives

$$
\begin{align*}
& \mathrm{L} \frac{\mathrm{dI}}{\mathrm{dt}}+\mathrm{RI}=\mathrm{V}_{\mathrm{oc}} \\
& \mathrm{~V}_{\mathrm{oc}} \equiv-\frac{\mathrm{d} \Phi^{i}}{\mathrm{dt}} \tag{198}
\end{align*}
$$


(b)


Fig. 17. (a) A conducting loop in a time-varying magnetic field,
(b) Equivalent circuit of (a).
which expresses the Kirchhoff voitage law for a RL network that the total voltage drop around a ciosed loop is zero. The circuit representation of (198) is shown in Fig. 17b.

We now turn to (192) and see how it can be applied to calculate the induced voltage on a hatch in a large ground plane exposed to a slowly time-varying electric field (see Fig. 18a). We first split the contour $C$ into $C_{+}+C_{-}$and the surface $S$ into $S_{+}+S_{-}$, where the subscripts $\pm$refer to the upper and lower aurfaces of the geometry of the problem, as shown in Figs. 18a,b. With the direction of the conduction current $I$ in the gasket as defined in the figures, the left-hand side of (192) gives


Fig. 18. (a) A hatch aperture with a conducting gasket in a time-varying electric field, (b) cross-sectional view of (a), in which $\sigma$ ( ) points out (into) the pages, and (c) equivalent circuit of (a).

$$
\begin{equation*}
\int_{C_{+}+C_{-}} \vec{H} \cdot \overrightarrow{d l}=-I=-G V \tag{199}
\end{equation*}
$$

where $V$ is the induced voltage on the hatch with respect to the ground plane and Gis the conductance of the hatch given approximately by

$$
\begin{equation*}
G=\frac{\Delta}{w} \oint_{C} \sigma d \ell \tag{200}
\end{equation*}
$$

where $w$ and 4 are the average width and thickness of the gasket and $\sigma$ is the gasket's conductivity.

The right-hand side of (192) can be evaluated in the same manner as (195). Thus,

$$
\begin{align*}
\frac{d}{d t} \int_{S} \vec{D} \cdot \overrightarrow{d S} & =\frac{d}{d t} \int_{S_{+}+S_{-}}\left(\vec{D}_{s c}+\vec{D}^{s}\right) \cdot \overrightarrow{d S} \\
& =I_{s c}+\frac{d Q}{d t} \tag{2G1}
\end{align*}
$$

where $Q$ is the total charge on the hatch due to the scattered field $\vec{D}^{3}$ alone and $I_{s c}$ is equal to the equivalent area $A_{e q}$ of the hatch multiplied by the short-circuit displacement current $\vec{D}_{\text {sc }}$, namely [71]

$$
\begin{equation*}
I_{s c}=A_{e q} \frac{d}{d t} D_{s c} \tag{202}
\end{equation*}
$$

The charge $Q$ is of courge related to the induced voltage $V$ through

$$
\begin{equation*}
Q(t)=C V(t) \tag{203}
\end{equation*}
$$

and the constant $C$ is just the capacitance of the hatch with respect to the ground plane. After substituting (199), (201) and (203) into (192) we obtain

$$
\begin{equation*}
C \frac{d V}{d t}+G V=-I_{s c} \tag{204}
\end{equation*}
$$

which is the Kirchhoff current law stating that the total current flowing int or leaving a node is zero. The circuit representation of (204) is shown in FIg. 18c.

In circuit theory Fig. 18c is said to be the dual of Fig. 17b, and vice versa [72]. In field theory the duality is a direct consequence of certain symmetries in Maxwell's equations [73], warifesting itself in the principle of Babinet for a plane screen [74]. If the resistive loop of Fig. 17a is the pxaci complement of the impedance-loaded slot of Fig. 18a, the Babinet principle says that there exist definite relations betr-en the quantities $L, R, I, V_{o c}, A_{e f}$ of Fig. $17 b$ and the quantities $C, G, V, I_{s c}$, $A_{e q}$ of Fig. 18c. The re! ations are summarized in table 1 [75].
table 1. RELATIONSHIP BETWEEN DUAL QUANTITIES

| Quantities <br> in Fig. 17b | Quantities <br> in Fig. 18c |
| :---: | :---: |
| L | $=\left(\mathrm{z}_{\mathrm{o}}^{2} / 4\right) \mathrm{C}$ |
| R | $=\left(\mathrm{Z}_{\mathrm{o}}^{2} / 4\right) \mathrm{C}$ |
| I | $=\left(2 / Z_{\mathrm{o}}\right) \mathrm{V}$ |
| $\mathrm{V}_{\mathrm{oc}}$ | $=$ |
| $\mathrm{A}_{\mathrm{ef}}$ | $=$ |

### 1.3.3.2 Circuit Theory via Scalar and Vector Potentials

In the preceding section we $\varepsilon$ aw how an equivalenc circuit can be constructed by integrating out all the spacial variables of Marwell's equations. There is another method which leads to the Kirchhoff circuit
theory from the Maxwell field theory. This method, perhaps more appealing to the electrical engineer, is to make use of the electric scalar potential $\phi$ and the magnetic vector potential $\overrightarrow{\mathbf{A}}[76,77]$. Consider, for example, a conducting loop immersed in an incident field $\overrightarrow{\mathbf{E}}^{\mathbf{1}}$, as shown in fug. 19a. Within the conductor we have

$$
\begin{equation*}
\nabla \times \vec{H}=(\sigma+j \omega \varepsilon) \text { 古 } \tag{205}
\end{equation*}
$$

.which gives, upon integration over the cross-section $S$ of the conductor,

$$
\begin{equation*}
I(\xi)=\int_{S}(\sigma+j \omega \varepsilon) E_{\xi} d S \tag{206}
\end{equation*}
$$

where $I$ is the total current crossing $S$. Next, we split the total field $E_{\xi}$ into the incident and scattered field $E_{\xi}^{i}$ and $E_{\xi}^{B}$, and write

$$
\begin{align*}
E_{\xi} & =E_{\xi}^{1}+E_{\xi}^{s} \\
& =E_{\xi}^{1}-j \omega A_{\xi}^{s}-\frac{\partial \phi^{s}}{\partial \xi} \tag{207}
\end{align*}
$$



Fig. 19. (a) A conducting loop with capacitor and generator in an incident field, (b) equivalent circuit of ( 8 ).

If one makes the assumption that the $\xi$-dependence of a function can be separated out from its dependence on the transverse coordinates ( $n, r$ ), 1.e., if one writes

$$
\begin{align*}
& \mathbf{A}_{\xi}^{\delta}=f(n, \zeta) \vec{A}_{\xi}^{\mathbf{B}}(\xi)  \tag{208}\\
& \phi^{\mathbf{s}}=f(n, \zeta) \bar{\phi}^{\mathbf{8}}(\xi)
\end{align*}
$$

then one gets, by substituting (207) and (208) into (206),

$$
\begin{equation*}
j w \bar{A}_{\xi}^{s}+\frac{\partial \bar{\phi}^{8}}{\partial \xi}+z_{i}^{\prime} I=\bar{E}_{\xi}^{i} \tag{209}
\end{equation*}
$$

with the internal impedance $z_{i}^{\prime}$ per unit length and the weighted incident field $\vec{E}^{1}$ given by

$$
\begin{align*}
1 / Z_{i}^{\prime}(\omega, \xi) & =\int_{S}(\sigma+j \omega \varepsilon) f(\eta, \zeta) d \eta d \zeta \\
\bar{E}_{\xi}^{1} & =\frac{\int_{S}(\sigma+j \omega \varepsilon) E_{\xi}^{1} d \eta d \zeta}{\int_{S}(\sigma+j \omega \varepsilon) f(\eta, \zeta) d \eta d \zeta} \tag{210}
\end{align*}
$$

When the cross-sectional dimensions of the conductor are electrically small, (210) can be replaced by

$$
\begin{equation*}
Z_{1}^{\prime} \propto \frac{1}{\sigma S}, \quad \vec{E}_{\xi}^{1} \approx E_{\xi}^{1} \tag{211}
\end{equation*}
$$

where $S$ is the cross-sectional area of the conductor.
To obtain the Kirchhoff voltage law we integrate (209) sround the loop (Fig. 19), and get

$$
\begin{equation*}
j \omega \int \overline{\bar{A}}_{\xi}^{g} d \xi+\int \frac{\partial \bar{\phi}^{8}}{\partial \xi} d \xi+z_{i} I=\int \bar{E}_{\xi}^{\mathbf{I}} d \xi \tag{21.2}
\end{equation*}
$$

where $I$ is assumed to have no variation along the lrop, and $Z_{i}$ is the total internal impedance of the loop and, fcr all: ctical applications. is equal to R given by (194). The first term on the Left-uand side of (212) can be identified with the voltage drop acroas an inductor and the second term represents the voltage drop across a capacitor or the voltage Jump acroas a voltage generator. Any voltage generator can be combined with the right-hand side of (212) to form the total electromotive force ع. Thus, (212) is in fact the Kirchhoff voltage law

$$
\begin{equation*}
\left(j \omega I_{1}+\frac{1}{j \omega C}+z_{i}\right) I=\varepsilon \tag{213}
\end{equation*}
$$

The circuit appropriate to (213) is shown in Fig. 19b.
One may also apply the above procedure to obtain an equivalent circuit for the complementary geometry of Fig. 18a, but the details are omitted here.

### 1.3.3.3 Circuit Properties of an Object in Free Space

The lumped circuit elements $L$ and $C$ are intimately associated with the total atored magnetic and electric energies, while the other lumped element $R$ is a measure of the heat dissipated efther through ohmic losses or by way of radiation. This interpretation of the lumped elements works well for a finite region of space such as the space confined by a cavity, but it meets with serious difficulty for an unbounded region, as in the case of an antena radiating into an infinite space. The difficulty lies in the fact that the total electric and magnetic energies of a radiated field are infinite in an unbounded region because the field decays only as the inverse distance at infinity from the artenna or scatterer. One way out of this difficulty is to define the magnetic energy as arising from the interactions among the surface currents and the electric energy from the interactions among the surface charges. This definition avoids the consideration of field energy density distributed throughout the infinite space, and leads to the usual definicion of magnetostatic and electrostatic energies. In the following we will first discuss this point with the aid of the complex Poynting theorem. With this theorem
we will establish that the total interaction energy is a positive-real function of which the driving-point impedance or admittance of an antenna is a special case.

### 1.3.3.3.1 Complex Poynting's Theorem

The complex Poynting theorem provide an esaentini link between the field theory and circuit theory. It has been oftan used by the field theorist to derive equivalent circuits for resonators, waveguides, and other microwave devices $[78,79]$.

Let us start with the E-field equation for a perfect conductor in an incident field $\vec{E}^{1}, ~ v i z ., *$

$$
\begin{equation*}
\vec{I}_{n} \times \vec{E}^{1}=j \omega \mu I_{n} \times \int_{S} \vec{J} G d S^{\prime}+\frac{1}{\varepsilon} \vec{I}_{n} \times \nabla \int_{S} \rho G d S^{\prime} \tag{214}
\end{equation*}
$$

where $\vec{J}$ and $\rho$ are the surface current and charge densities, $G$ is the free-space Green's function, and $I_{n}$ is the outward unit vector normal to; the surface $S$ of the conductor. Scalarly multiplying (214) by $\vec{H}^{*}$, the complex conjugate of the magnetic intensity $\vec{H}$ and integrating over S, we obtain

$$
\begin{align*}
\frac{1}{2} \int_{S} \vec{E}^{1} \cdot \vec{J}^{*} d S= & \frac{j \omega \mu}{2} \int_{S} \int_{S} \vec{j}^{*}(\vec{r}) \cdot \vec{J}\left(\vec{r}^{\prime}\right) G\left(\vec{r}, \vec{r}^{\prime}\right) d S^{\prime} d S  \tag{215}\\
& -\frac{j \omega}{2 \varepsilon} \int_{S} \int_{S} \rho^{*}(\vec{r}) \rho\left(\vec{r}^{\prime}\right) G\left(\vec{r}^{\prime}, \vec{r}^{\prime}\right) d S^{\prime} d S
\end{align*}
$$

where the factor $1 / 2 \mathrm{~h} .3$ been inserted, so that the left-hand side of (215) san be interpreted as a time-average quantity. Separating out the real and imaginary parts of the right-hand siae of (215) we get

[^1]\[

$$
\begin{equation*}
\frac{1}{2} \int_{S} \overrightarrow{\mathrm{E}}^{1} \cdot \mathbb{J}^{*} d S=j 2 u\left(\bar{W}_{J}-\bar{W}_{0}\right)+\bar{P} \tag{216}
\end{equation*}
$$

\]

with the total time-average energies, $\bar{W}_{J}$ and $\bar{W}_{P}$, and the total time-average radiated or acattered power $\overline{\mathbf{P}}$ given by

$$
\begin{align*}
& \bar{W}_{J}=\frac{\mu}{4} \iint \vec{J}^{*}(\vec{r}) \cdot \xi\left(\vec{r}^{\prime}\right) \frac{\cos \mathrm{kR}}{4 \pi R} d S^{\prime} d S  \tag{217}\\
& \bar{W}_{\rho}=\frac{1}{4 \varepsilon} \iint \rho^{*}(\vec{r}) \rho\left(\vec{r}^{\prime}\right) \frac{\cos \mathrm{kR}}{4 \pi R} d S^{\prime} d S  \tag{218}\\
& \bar{P}=\omega \iint\left[\frac{\mu}{2} \vec{j}^{*}(\vec{r}) \cdot \vec{J}\left(\vec{r}^{\prime}\right)-\frac{1}{2 \varepsilon} \rho^{*}(\vec{r}) \rho\left(\vec{r}^{\prime}\right)\right] \frac{\sin k R}{4 \pi R} d S^{\prime} d S \tag{219}
\end{align*}
$$

where $R=\mid \vec{r}-\vec{r}$ ' $\mid$. Eq. (216) has the following physical meaning: the time-average power that the incident field $\vec{E}^{1}$ apends in creating $\bar{J}$ and $\rho$ on the surface of a perfect conductor is equal to $j 2 \omega$ times the differance of the time-average energy associated with the surface current $\ddagger$ and the time-average energy associated with the surface charge $\rho$ plus the total time-average power scattered by the conductor. Note that $\bar{W}_{j}, \bar{W}_{\rho}$ and $\widetilde{P}$ are all well-defined quantities and that for Low frequencies $2 \bar{W}_{J}$ and $2 \bar{W}_{\rho}$ reduce respectively to the magnetostatic and electrostatic energies; that is, for $\omega \rightarrow 0$

$$
\begin{align*}
& 2 \bar{W}_{J}+\frac{\mu}{8 \pi} \iint \frac{\vec{J}(\vec{r}) \cdot \cdot^{\prime}\left(\vec{r}^{\prime}\right)}{\left|\vec{r}-\vec{r}^{\prime}\right|} d S^{\prime} d S  \tag{220}\\
& 2 \bar{W}_{D}+\frac{1}{8 \pi \varepsilon} \iint \frac{\Omega(\vec{r})_{0}\left(\vec{r}^{\prime}\right)}{\left|\vec{r}-\vec{r}^{\prime}\right|} d S^{\prime} d S \tag{221}
\end{align*}
$$

Before proceeding to the applications of (216) it ahousid be mantioned that (216) is equivslent to the complex Poyating theoxum axpressed in the familisr forn

$$
\begin{equation*}
\frac{1}{2} \int_{S} \vec{E}^{1} \cdot \vec{J}^{*} d S=\frac{j \omega}{2} \int_{V_{\infty}}\left(\vec{B}^{8} \cdot \vec{H}^{* *}-\vec{E}^{8} \cdot \vec{D}^{8 *}\right) d V+\frac{1}{2} \int_{V_{\infty}}\left(\vec{E}^{*} \times \vec{B}^{2 *}\right) \cdot I_{L^{\prime}} d S \tag{222}
\end{equation*}
$$

where the superscript $s$ is used to denote scattered field, and $\nabla_{\text {. }}$ is the volume bounded by the surface $S$ of the conductor and the surface $S_{\infty}$ at infinity. It is important to note that unilice $\bar{W}_{J}$ and $\bar{W}_{o}$ the total timeaverage magnetic and electric enargies of the scattered field, $\bar{W}_{m}^{2}$ and $\bar{W}_{e}^{g}$, given by

$$
\begin{align*}
& \bar{W}_{m}^{s}=\frac{1}{4} \int_{V_{\infty}} \vec{B}^{s} \cdot \vec{B}^{8 *} d V  \tag{223}\\
& \vec{W}_{e}^{s}=\frac{1}{4} \int_{V_{\infty}} \vec{E}^{s} \cdot \vec{D}^{8 *} d V
\end{align*}
$$

are infinite as $V_{\infty}$ becomes infinite. At the static linit, however, $\bar{W}_{m}^{s}$ and $\bar{W}_{e}^{a}$ respecivively tend to $\bar{W}_{J}$ and $\bar{W}_{\rho}$ given by (220) and (221)

### 1.3.3.3.2 Natural Frequencies

As a first application of (215) we will show how it directly leads to a stationary expression for calculating the natural frequencies of a finite-gized object in free space, Corresponding to each natural frequency there is a RLC network, and hence the circuit properties of ai object are characterized by its natural frequencies [80].

The condition for natural resonance or free oscillation of a body is given by (215) in the absence of the incident field $\vec{E}^{\mathbf{N}}$. Thus,

$$
\begin{equation*}
\mu \iint \vec{J}^{*}(\vec{r}) \cdot \vec{J}\left(\vec{r}^{\prime}\right) G\left(\vec{r}, \vec{r}^{\prime}\right) d S^{\prime} d S=\frac{1}{\varepsilon} \iint \rho^{*}(\vec{r}) \rho\left(\vec{r}^{\prime}\right) G\left(\vec{r}, \vec{r}^{\prime} ;\right) d S^{\prime} d S \tag{224}
\end{equation*}
$$

Making use of the continuity equation

$$
\begin{equation*}
\nabla \cdot \xi=-j \omega \rho \tag{225}
\end{equation*}
$$

one obtains from (224)

$$
\begin{equation*}
\omega^{2}=\frac{\iint \vec{J}^{*}(\vec{r}) \cdot\left[\nabla \nabla^{\prime} G\left(\vec{r}, \vec{r}^{\prime} ; k\right)\right] \cdot \vec{J}\left(\vec{r}^{\prime}\right) d S^{\prime} d s}{\mu \varepsilon \iint \vec{J}^{*}(\vec{r}) \cdot \cdot^{\vec{f}}\left(\vec{r}^{\prime}\right) G\left(\vec{r}, \vec{r}^{\prime} ; k\right) d S^{\prime} d s} \tag{226}
\end{equation*}
$$

The following points should be noted about (226) (see, for example, [81] Cor proofs):
(a) Let $\Im\left[\vec{J}_{,} \vec{J}^{\star}\right]$ be the functional denoting the right-hand side of (226). One can show by the calculus of variations that the problem of maximizing or minimizing $\mathfrak{S}$ is equivalent to solving. the E-field equation (214) with $\vec{E}^{1}=0$.
(b) Eq. (226) is a stationary representation for $\omega^{2}$ in the sense that a trial function $\vec{J}$ or $\vec{j}^{*}$, which is good to first order, will yield an approximate $\omega^{2}$ which is good to second order.
(c) The functional $\Im$ depends on the parameter $k$ through the Green's function $G$. This parameter should be determined by the process of maximizing or minimizing $\}$ after evaluation of integrals for a chosen trial function.

For slender structures such as a thin rod or a stick-model aircraft the damping due to radiation can be treated as a perturbation. In this case (226) can he simplified considerably. Let $s_{n}$ and $\vec{j}_{n}$ be the natural frequency and natural current mode of the nth mode, and let

$$
\begin{align*}
& s_{n}=\alpha_{n}+j \omega_{n}  \tag{227}\\
& k_{n}=\omega_{n} / c
\end{align*}
$$

Then, a slimple manipulation of (226) gives

$$
\begin{equation*}
\alpha_{n}=\frac{1}{2 \omega_{n} \mu \varepsilon} \frac{\iint \vec{J}_{n}^{*}(\vec{r}) \cdot\left[\left(k_{n}^{2} I-\nabla \nabla^{\prime}\right) \frac{s i n}{} \frac{k_{n} R}{4 \pi R}\right] \cdot \vec{J}_{n}\left(\vec{r}^{\prime}\right) d S^{\prime} d S}{\iint \vec{J}_{n}^{*}(\vec{r}) \cdot \vec{J}_{n}\left(\vec{r}^{\prime}\right) \frac{\cos k_{n} R}{4 \pi R} d S^{\prime} d S} \tag{228}
\end{equation*}
$$

where $I$ is the unit dyad, and the resonance angular frequency $\omega_{n}$ is calculated approximately from the simple transmission-line theory.

The approximate expression (228) for $\alpha_{n}$ can also be derived from the concept of $Q$, the so-called quality factor. Since the bandwidth of the nth mode is given by $2 \alpha_{n}$, and [72]

$$
\begin{equation*}
2 \alpha_{n}=\frac{\omega_{n}}{Q_{n}}, \quad Q_{n}=\frac{2 \omega_{n} \bar{W}_{J n}}{\bar{P}_{n}} \tag{229}
\end{equation*}
$$

one has

$$
\begin{equation*}
\alpha_{n}=\frac{\bar{P}_{n}}{4 \bar{W}_{J n}} \tag{230}
\end{equation*}
$$

where $\bar{W}_{J n}$ and $\bar{P}_{n}$ are given by (217) and (219) for $k=k_{n}, \bar{J}_{n} J_{n}$, and $\rho=\rho_{n}$. Substituting the values of $\bar{P}_{n}$ and $\bar{W}_{J n} i n^{n}$ (230) one obtains (228).

For a thin rod expression (228) gives an $\alpha_{n}$ value identical to that obtained by the Hallen asymptotic antenne theory [82]. This expression has been used to calculate the damping constants of the natural modes of a stick-model aircraft [83].

### 1.3.3.3.3 Positive Real Functions

As a aecond application of (215) we will demonatrate that the driviag-point impedance or admittance of an antenna is a positive real (p.r.) function. As is well known in circuit synthesis, the p.r. property of a function is a necessary and sufficient condition to ensure its physical realizability, by which it is meant that a p.r. function oan be synthesized with passive lumped circuit elements [84]. A function is said to be p.r. if in the complex frequency s-plane
(a) it is real for real values of $s$, and
(b) it has a positive real part in the right half s-plane.

The requirement (b) can be replaced by the requirement that it be analytic in the right half $s$-plane and have a nonnegative real part on the jw-azis.

Let $z|I|^{2}$ denote the left-hand side of (215) with the proporticiality factor $|I|^{2}$, i.e.,

$$
\begin{equation*}
z(f \omega) \equiv \frac{1}{|I(j \omega)|^{2}} \int_{s} \vec{k}^{1}\left(\vec{r}_{2}, j \omega\right) \cdot \vec{J}^{*}\left(\overrightarrow{r_{2}}, j \omega\right) d s \tag{231}
\end{equation*}
$$

Then, with a roplacing $f \omega$ and $J(-s), p(-a)$ replacing $J^{*}(j \omega), p^{*}(j \omega)$ renpectively in (215) we have

$$
\begin{align*}
Z(s)= & \frac{1}{I(s) I(-s)}\left[s \mu \iint \vec{J}(\vec{r},-s) \cdot \vec{Y}\left(\vec{r}^{\prime}{ }_{s} s\right) G\left(\vec{r}, \vec{r}^{\prime}, s\right) d S^{\prime} d S\right.  \tag{232}\\
& \left.-\frac{s}{\varepsilon} \iint \rho(\vec{r},-s) \rho\left(\vec{r}^{\prime}, s\right) G\left(\vec{r}_{r}, \vec{r}^{\prime}{ }_{f}, s\right) d S^{\prime} d S\right]
\end{align*}
$$

It in asy to see that $Z$ in rapl whex is real, thanks to the syantry of $G 14 \vec{x}$ and $\vec{r}^{\prime}$. On the jw-axis the real part of $z$ is given by

$$
\begin{equation*}
\text { Re } Z(j \omega)=\frac{\bar{P}(j \omega)}{(1 / 2)|I(j \omega)|^{2}} \tag{233}
\end{equation*}
$$

where $\overline{\mathfrak{p}}$ is the total average scattered or radiated power given by (219) and is certainly nonnegative. Furthermore, $Z$ is analytic in the right balf s-plane because $\mathcal{F}$ and $p$ gatiaiy the caugulity condition. Thus, $z$ is a p.x. function and is phyaicaliy reailsable with pasaive lumped elements.

For a tranemitting antenna anergizad by a sliced voltage generator, the incident fiald ${ }^{1}$ in (231) talces the form

$$
\begin{equation*}
\mathbf{E}^{\perp}(\vec{r}, s)=V(\mathrm{~s}) \delta\left(\vec{r}-\vec{r}_{0}\right) \tag{234}
\end{equation*}
$$

Ir this case the expression (232) for $Z$ is the driving-point impedance. This expression has been used by aom investigators as the atarting point for a vasiational calculation of tha driving-point impedance of a cylindrical antenna $(85,86]$.

### 1.3.3.3.4 Energy Punctions

When the scatterar is electrically amall, i.e., when $k R \ll 1$, one may expand cos kR and sin kR in powers of kR. One then obtains from (217), (218) and (219)

$$
\begin{align*}
& \bar{W}_{J}=\frac{\mu}{16 \pi} \iint \frac{\left.\vec{r}^{*}(\overrightarrow{\underline{r}}) \cdot \vec{J}^{+} \vec{r}^{\prime}\right)}{R} d S^{\prime} d S+\ldots  \tag{235}\\
& \bar{W}_{\rho}=\frac{\frac{1}{16 \pi \varepsilon}}{16 \int \frac{\rho^{*}(\vec{r}) \rho\left(\vec{r}^{\prime}\right)}{R} d S^{\prime} d S-\frac{k^{2}}{32 \pi \varepsilon} \iint \rho^{*}(\vec{r}) \rho\left(\vec{r}^{\prime}\right) R d S^{\prime} d S+\ldots}  \tag{236}\\
& \bar{P}=\frac{\omega k n}{8 \pi} \iint \vec{J}^{*}(\vec{r}) \cdot \vec{J}\left(\vec{r}^{\prime}\right) d S^{\prime} d s+\frac{\omega k^{3}}{43 \pi \varepsilon} \iint \rho^{*}(\vec{r}) \rho\left(\vec{r}^{\prime}\right) R^{2} d S^{\prime} d S+\ldots \tag{237}
\end{align*}
$$

where

$$
\begin{equation*}
\int Q(\vec{r}) d S=0 \tag{238}
\end{equation*}
$$

hat been uaed for *acattarer with no nat charge. By using the concinuity squation (225) ond can show that with $\ddagger_{R}$ denoting the unit vector of 直 one obteins

$$
\begin{align*}
& \iint \rho^{\star}(\vec{r}) \rho\left(\vec{r}^{\prime}\right) R d S^{\prime} d S=-\frac{1}{\omega^{2}} \iint \frac{1}{R} \xi^{*}(\vec{r}) \cdot\left[\begin{array}{l} 
\\
I
\end{array}-\vec{I}_{R} I_{R}\right] \cdot \vec{J}\left(\vec{r}^{\prime}\right) d S^{\prime} d S  \tag{239}\\
& \iint_{i} \rho^{*}(\vec{r}) \rho\left(\vec{r}^{\prime}\right) R^{2} d S^{\prime} d S=-\frac{2}{\omega^{2}} \iint \vec{J}^{*}(\vec{r}) \cdot \vec{J}\left(\vec{r}^{\prime}\right) d S^{\prime} d S \tag{240}
\end{align*}
$$

Substitution of (240) into (237) gives

$$
\begin{equation*}
\bar{P}=\frac{\omega k \mu}{12 \pi} \iint \vec{J}^{*}(\vec{r}) \cdot \vec{J}^{\prime}\left(\vec{x}^{\prime}\right) \mathrm{dS} S^{\prime} \mathrm{dS} \tag{241}
\end{equation*}
$$

If one recalls the definition of the dipole woment $\overrightarrow{\mathbf{p}}$ [73]

$$
\int \vec{J} d S=j \omega \vec{p}
$$

then the expression (241) can be written as

$$
\begin{equation*}
\bar{P}=\frac{\omega^{4} \mu \sqrt{\mu \varepsilon}}{12 \pi}|\vec{p}|^{2} \tag{219}
\end{equation*}
$$

which is the total time-average power radiated by a dipole [87].
Subatituting (235), (236), (239) and (241) into (216) we pat

$$
\begin{equation*}
\frac{1}{2} \int \vec{E}^{1} \cdot \vec{J}^{*} d S=2 j \omega(\bar{T}-\bar{V})+2 \bar{F} \tag{243}
\end{equation*}
$$

where $\bar{T}, \bar{V}$ and $\bar{F}$ are the so-called time-average energy function in circuit theory [72] and are given by

$$
\begin{align*}
& \bar{T}=\frac{1}{4} \iint \frac{\mu}{8 \pi R} \vec{J}^{*}(\vec{r}) \cdot\left[\begin{array}{l}
I \\
\left.+\vec{I}_{R} \vec{R}_{R}\right] \cdot \vec{J}\left(\vec{r}^{\prime}\right) d S \\
\end{array}\right] d S  \tag{244}\\
& \bar{V}=\frac{1}{4} \iint \frac{\rho^{*}(\vec{r}) \rho\left(\vec{r}^{\prime}\right)}{4 \pi \in R} d S^{\prime} d S  \tag{245}\\
& \bar{F}=\frac{1}{4}\left(\frac{k^{2} z_{0}}{6 \pi}\right) \iint \vec{J}^{*}(\vec{r}) \cdot \vec{J}\left(\vec{r}^{\prime}\right) d S^{\prime} d S \tag{246}
\end{align*}
$$

where $Z_{o}$ is the freempace impedance. Note that $\bar{T}$ consists of two parts: the part associated with $\Psi$ can be identified as one-half the unual Neumann formula for magnetic energy, while the other part is one-half the Weber formula for magnetic energy, which is little known nowadays but was a aubject of considerable controversy in the middle of last century until Helmholtz showed that the two formulas give the same result for closed circuits [88]. The total magnetic energy given in (244) is similar to the one derived by Lamb [89].

To find the counterpart of (243) in the time domain, one starts with the time domain E-fieid equation, scalarly multiplies with the total $\overrightarrow{H_{0}}$, integrates the resulting equation over the entire surface of the scattarer, and obtains

$$
\begin{align*}
& \int \vec{E}^{1}(\vec{r}, t) \cdot \vec{J}(\vec{r}, t) d S=\frac{\mu}{4 \pi} \iint \frac{1}{R} \vec{J}(\vec{r}, t) \cdot \frac{\partial}{\partial t} \vec{J}\left(t-R / c, \vec{r}^{\prime}\right) d S^{\prime} d S  \tag{247}\\
&+\frac{1}{4 \pi E} \iint \frac{1}{R} \rho\left(t-R / C, \vec{r}^{\prime}\right) \frac{\partial}{\partial t} \rho(\vec{r}, t) d S^{\prime} d S
\end{align*}
$$

For times larger than the transit cime $\mathbb{R} / \mathrm{C}$ across the scattarer one may expand $\rho(t-R / C)$ and $\xi(t-R / C)$ in Taylor's series abour $t$. Hence, are abtains from (247)

$$
\begin{equation*}
\int \vec{E}^{1}(\vec{r}, t) \cdot \vec{J}(\vec{r}, t) d S=\frac{d}{d t}(T+V)+F \tag{248}
\end{equation*}
$$

with the instantaneous magnetic energy $T$, electric energy $V$, and acattarad power F given by

$$
\begin{align*}
& T=\frac{\mu}{16 \Sigma} \iint \frac{1}{R} \vec{J}(\vec{r}, t) \cdot\left[\begin{array}{l}
\text { I }
\end{array}+\vec{I}_{R} \vec{I}_{R}\right] \cdot \vec{J}\left(\vec{r}^{\prime}, t\right) d S^{\prime} d S  \tag{249}\\
& V=\frac{1}{8 \pi \varepsilon} \iint \frac{1}{R} \rho(\vec{r}, t) \rho\left(\vec{r}^{\prime}, t\right) d S^{\prime} d S  \tag{250}\\
& F=-\frac{\mu \sqrt{\mu \varepsilon}}{12 \pi} \iint\left[\vec{J}(\vec{r}, t) \cdot \frac{\partial^{2}}{\partial t^{2}} \vec{f}\left(\vec{r}^{\prime}, t\right)+\vec{J}^{\prime}\left(\vec{r}^{\prime}, t\right) \cdot \frac{\partial^{2}}{\partial t^{2}} \vec{J}(\vec{r}, t)\right] d S^{\prime} d S \tag{251}
\end{align*}
$$

Note that the integrands in (249)-(251) are symmetric in $\overrightarrow{\mathbf{E}}$ and $\vec{r}^{\prime}$. Now, if one approximates the integralis of (249) - (251) by some quadrature formulas, one may write these equations in a discrete form

$$
\begin{align*}
& T=\frac{1}{2} \sum_{j, k} L_{j k} 1_{j} i_{k}  \tag{252}\\
& v=\frac{1}{2} \sum_{j, k} s_{j k} q_{j} q_{k} \tag{253}
\end{align*}
$$

$$
\begin{equation*}
F=\frac{1}{2} \sum_{j, k} R_{j k}\left(i_{j} \frac{d^{2} i_{k}}{d t^{2}}+i_{k} \frac{d^{2} i_{1}}{d t^{2}}\right) \tag{254}
\end{equation*}
$$

where $L_{i j}$ and $S_{i j}$ are the elements of the inductance and elastance matrices, $R_{1 f}$ has the dimension of ohm-(second) ${ }^{2}$ and is proportional to the cosine of the angle between $\vec{\zeta}\left(\vec{r}_{j}\right)$ and $\vec{J}\left(\vec{r}_{k}\right)$, and $q_{j}$ is the charge on the $j$ th subarea of the scatterer.

We are now in a poaition to go directly to the Lagrangian dascription of the Kirchhoff voltage law. Let $q_{j}$ be the generalized coordinate, $\mathcal{L}$ be the Lagrangian defined by

$$
\begin{equation*}
\mathcal{L}=T-V \tag{255}
\end{equation*}
$$

and $F$ be the Rayleigh disaipation function. Then, the Euler-Lagrange equation is [90]

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial \mathcal{L}}{\partial q_{j}}\right)-\frac{\partial \mathcal{L}}{\partial q_{j}}+\frac{\partial F}{\partial \dot{q}_{j}}=\varepsilon_{j} \tag{256}
\end{equation*}
$$

where $\dot{q}_{j}=1_{j}$ and $\varepsilon_{j}$ denotes all electromotive forces such as the incident electric field $\vec{E}^{i}$ or the field due to a voltage generator on the surface of the scatterer. Use of (252) - (254) in (256) gives the Kirchhoff voltage law

$$
\begin{equation*}
\sum_{k=1}^{n}\left(L_{j k} \frac{d I_{k}}{d t}+s_{j k} q_{k}+d_{j k} \frac{d^{2} i_{k}}{d t^{2}}\right)=\varepsilon_{j}, \quad j=1,2, \ldots, n \tag{257}
\end{equation*}
$$

It should be noted that the diselpation termis proportional to the second time derivative of the currant rathar that the current itself us in the case of ohmic loss. The dissipation term in (257) is dus to the radiation loss and is identical to the radistion reaction in the non-relativistic equation of motion of a charged particle [77].

### 1.3.3.4 Circuit Description of Modes and Discontinuities

In the preceding sections we saw the intimate connection between Maxwell's field theory and Kirchhoff's circuit theory, first in the integral form of Maxwell's equations, then through the scalar and vector potentials, and finally in the Lagrangian formulation. The common sssumption we employed is that the wavelengths in the surrounding medium are much greater than the dimensions of the object under consideration. This, however, does not mean that the circuit approach is useful only for electrically small objects. In many instances, the electromagnetic behavicr of an object, regardless of its electrical size, may be described by a set of independent modes $\Phi_{n}(\vec{r})$, i.e.,

$$
\begin{equation*}
\psi(\vec{r}, s)=\sum_{n} a_{n}(s) \Phi_{n}(\vec{r}) \tag{258}
\end{equation*}
$$

in which the modal amplitudes $a_{n}(s)$ may be represented by equivalent circuits. We will discuss the types of modes often found in EMP interaction probiems.

Another area where the equivalent-circuit approach has invariably been used is the problem of describing the effect of a discontinuity in a uniform wave-guiding structure on the dominant mode. The justification for such a description is that the energies of the higherorder modes created by the discontinulty are confined to the neighborhood of the discontinuity. In the following, several types of discontinuities commonly encountered in EMP interaction problems will be described.

### 1.3.3.4.1 Modes

Fig. 20 shows some typical structures on which the most common types of modes exist. They are the natural modes of a body in free space (Fig. 20a), the normal modes inside a cavity (Fig. 20b), the leaky modes on two parallel plates of finite wilth (Fig. 20c), and the waveguide modes within a coaxial cable (Fig. 20d).

Natural modes: They are the solutions of source-free Maxwell's equations subject to some prescribed boundary conditions on the surface of a body and the outgoing wave condition at infinity. The modal functions $\Phi_{n}(\vec{r})$ increase exponentially at infinity. The modal amplitudes $a_{n}(s)$ are meromorphic and holomorphic respectively in the left half and right half s-plane [91], which is to say, the only singularities of $a_{n}(s)$ are poles in the left half s-plane (Fig. 21). Corresponding to each pole there is an equivalenc RLC circuit [80]. It should be remarked that the above consideration excludes the singularities of the excitation, if any, which may be contained in $a_{n}(s)$.

Cavity normal modes: These modes forn a complete orthogonal set and are regular everywhere within the cavity. They are a special case of the natural mode. For a lossless cavity the modal amplitudes $a_{n}(s)$ have simple poles on the $j \omega$-axis, each of which corresponds to an equivalent LC circuit (Fig. 21a).


Leaky modes: These modes are in many ways similar to the natural modes except that a leaky-mode structure is two-dimensional, while a natural-mode structure is three-dimensional. The modal functions $\Phi_{\mathrm{n}}(\vec{r})$, except for the TEM mode, increase exponentially along a direction transverse to the axis of the structure and decrease exponentialiy along the axial direction of the structure. Let $z$ be the axial direction and $x, y$ be the transverse directions. Then one may write

$$
\begin{equation*}
\Phi_{n}(\vec{r})=\phi_{n}(x, y) e^{\zeta_{n} z} \tag{259}
\end{equation*}
$$

The singularities $\zeta_{n}$ are shown in Fig. $21 b$ in the so-called improper (bottom) sheet of the double Riemann surface [92,93]. The other sheet


Fig. 21. (a) Natural and resonance frequencies of the natural and normal modes in the s-plane, (b) complex propagation constants $\zeta_{\mathrm{n}}$ of leaky modes in the improper (bottom) sheet where the second and fourth quadrant are referred respectively to $+z$ and $-z$.
(the top sheet of Fig. 21b) is called the proper gheet in which the leaky modes are absent. For each mode it should be possible to construct a transmission-line analogue with the help of the complex Poynting vector theorem, in much the same way as in tha case of a waveguide mode [79].

Waveguide modes: These modes form a complete orthogonal set and are regular everywhere within any cross section of a waveguide. They are a special case of the leaky modes. In the complex $\zeta$-plane the only singularities are poles which are located either on the $j \omega$-axis or the real axis. The $j \omega$-axis poles correspond to propagating modes, whereas the real-axis poles are associated with evancscent modes along the z-axis (Fig. 20d) of the guide. For each mode there is a trangmissionline analogue [79].

In addition to the four different typeg of modes discussed above there are other kinds of modes, such as the eigenmodes [94] and the characteristic modes [95]. Circuit synthesis of these modes has not yet been attempted.

### 1.3.3.4.2 Discontinuities

In Fig. 22 we show some typical discontinuities often encouncered in EMP interaction problems, A discontinuity in a uniforw wave-guiding structure may take the form of an obstacle (Fig. 22a), or aimply a termination (Fig. 22d). The question usually asked is, what effect does a given discontinuity have on the dominant mode of a given guiding structure? The most popular (and rigorous) method to account for this effect is first to determine the equivaleat circuic of the discontinuity. The lumped elements of this circuit can be either measured experimentally or calculated by one of the many analytical techniques appropriate to the problem at hand $[49,96,97]$. Alongside the discontinuities of Fig. 22 we show the equivalent circuits, some of which will be taken up for more detailed discussion in part 2.


Fig. 22. Some examplary discontinuities and their equivalent circuits.
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CHAPTER 1.4
FREQUENCY AND THME DOMAIN METHODS

The preceding chapter dealt with various approaches to the formulation of EMP interaction problems. In this chapter various methods based on frequency-domain considerations axe discussed for solving EMP interaction problems. If the interaction between an object (e.g., an aircraft) and the nuclear EMP is viewed in the frequency domain, a crucial numerical parameter of this interaction is the ratio of the characteristic dimension a of the object to the characteristic wavelength $\lambda$ of the incoming EMP. When the ratio $a / \lambda$ is very small, the interaction is said to be in the low-frequency region, and an approximate procedure for calculating this interaction can be developed by expanding the quantities of interest in a power series of the small parameter a/ $\lambda$. This case will be treated in Sec. 1.4.1. When the ratio $a / \lambda$ is very large, the interaction is said to be in the high-frequency region, and the appropriate nethod of approximation is that of asymptotic expansion of the quantities of interest in the large parameter $a / \lambda$. Sec. 1.4.3 is devoted to the discussion of this region. In between the low-frequency and high-frequency regione lies the intermediate-frequency region for which the singularity expansion method offers one of the most efficient techniques to calculate the interaction. This method and its applications will be elucidated in Sec. 1.4.2. From the low-frequency, intermediatefrequency, and high-frequency solucions one can respectively derive by Laplace transforms the late-time, intermediate-time, and early-time behaviors of the interaction process in the time-domain description.

### 1.4.1 LOW-FREQUENCY, LATE-TIME REGION

When the wavelengths of an incident radiation are considerably greacer than the relevant dimensions of the scatrerer or when the external fields change slowly in a time interval comparable to the transic time of the scatterer, one then has an "almost static" situation. In this section we will discuss the interaction problem
under this low-frequency or slow time-variation assumption. We -ill begin with a rigorous formulation of the interaction problem via the ragneticfield integral equation, and from it develop the Rayleigh series for the induced current and charge densities. The first two terms of this series will be examined critically and their relation to the magnetic and electric dipoles discussed. We will then go on to examine small objects on a large structure (for example, a blade antenna or a window on an aircraft) and see how their interaction properties can be characterized by dipoles and how the polarizabilities of various objects are interrelated. Finally, we will discuss the behaviors of the induced current and charge densities in their late-time state, quasi-stationary state, and sceady state and their relations to the low-frequency solution.

### 1.4.1.1 Rayletgh Series

The so-called Rayleigh series is a power series in frequency. In the s-plane, the Rayleigh series is a Taylor series about the origin $s=0$. The fact that this series exists and possesses a finite radius of convergence has been proved for a smooth, finite, perfectly conducting object $[1,2]$. It is belleved that the radius of convergence is equal to the absolute value of the lowest natural frequency of the object and, hence, within this circle of convergence the Rayleigh series should converge to the emact solution. However, one seldom goes beyond the first few terms which usually suffice for most practical purposes.

Consider a perfect conductor immersed in a time-harmonic field $\vec{E} \vec{H}^{i} \vec{H}^{i}$. Let $\vec{J}$ and $\rho$ be the induced current and charge densities with the following low-frequency expansions

$$
\begin{align*}
& \vec{J}=\vec{J}_{0}+\vec{J}_{1}+\vec{J}_{2}+\ldots  \tag{1}\\
& \rho=\rho_{0}+\rho_{1}+\rho_{2}+\ldots
\end{align*}
$$

where the ratio of two consecutive terms (e.g., $\rho_{1} / \rho_{0}, \rho_{2} / \rho_{1}$, etc.) is proportional to s.

To Efiad $\vec{J}_{0}, \vec{J}_{1}, \rho_{0}$, etc. one nay follow the approach of Stevenson [3,4], which starts with a low-frequency expansion of Maxwell's equations. Each tern in the expansion requires only the solution of standard problems in potential theory from which $\vec{J}_{0}, \vec{J}_{1}, \rho_{0}$, etc. can be determined straightforwaraly. An elegant, and perhaps most efficient, method is to start with the low-frequency expansion of the H-field integral equation. The shortcoming of this method, however, is that the H-field integral equation applies only to a perfect conductor with nonzero thickness. For a conductor with finite surface impedance or a perfect conductor of vanishingly small thickness (e.g., a thin metallic sheet) one may start with a lowfrequency expansion of the E-field equation and arrive at a set of equations for the determination of $\vec{J}_{0}, \mathcal{J}_{1}, \rho_{0}$, and so on. As will be seen below, for a smooth finite body of infinite conductivity the set of equarions resulting from the E-field equation is far more complicated than the set deduced from the H-field integral equation.

The integral-equation method has been utilized in the past to obtain a low-frequency expansion of the solution for a scalar boundaryvalue problem [5]. For the electromagnetic boundary-value problem the Helmholtz fntegral representation for the field has been employed to examine the low-frequency scattering and the equivalent dipole moments In terms of potential functions [6].

The point of departure is the H-field integral equation for the current density $\vec{J}$ induced by an incident wave ( $\vec{E}^{i}, \vec{H}^{1}$ ) on the surface of a perfect conductor (Flg. 1), namely

$$
\begin{equation*}
\frac{1}{2} \vec{J}(\vec{r})-\int_{S} I_{n}(\vec{r}) \times\left[\nabla G\left(\vec{r}, \vec{r}^{\prime}\right) \times \vec{J}\left(\vec{r}^{\prime}\right)\right] d S^{\prime}=\vec{J}^{1}(\vec{r}) \tag{2}
\end{equation*}
$$

where $\vec{J}^{1}=\vec{I}_{n} \times H^{1}$, and the free-space Green's function $G$ is given by

$$
\begin{equation*}
G\left(\vec{r}, \vec{r}^{\prime}\right)=\frac{e^{-j k R}}{4 \pi R}, \quad R=\left|\vec{r}-\vec{r}^{\prime}\right| \tag{3}
\end{equation*}
$$

Expanding $\vec{J}, \jmath^{1}$ in Rayleigh's series ana $\nabla G$ in powers of $k$ and equating cerms of like orders of magnitude we obtain from (2)


Fig. 1. A plane wave impinging upon a scatterer. $\dot{I}_{n}$ is the outward unit normal.

$$
\begin{aligned}
& \frac{1}{2} J_{0}-\int_{S} I_{n} \times\left[\nabla \frac{1}{4 \pi R} \times J_{0}\right] d S^{\prime}=J_{0}^{1} \\
& \frac{1}{2} \vec{J}_{1}-\int_{S} I_{n} \times\left[\nabla \frac{1}{4 \pi R} \times \vec{J}_{1}\right] d S^{\prime}=\vec{J}_{1}^{1} \\
& \vdots \\
& \quad \cdot \\
& \frac{1}{2} J_{p}-\int_{S} I_{n} \times\left[\nabla \frac{1}{4 \pi R} \times J_{p}\right] d S^{\prime}=\vec{J}_{p}^{1} \\
& \quad-\sum_{m=2}^{p} \frac{m-1}{m!}(-j k)^{m} \int_{S} R_{n}^{m J_{n}} \times\left[\nabla \frac{1}{4 \pi R} \times J_{p-m}\right] d S^{\prime}
\end{aligned}
$$

In the case of an incident plane wave with propagation vector $\vec{k}_{0}$ and magnetic field 直 $^{1}$ given by

$$
\begin{equation*}
\vec{H}^{1}=\vec{H}_{0} e^{-j \vec{k}_{0} \cdot \vec{r}} \tag{5}
\end{equation*}
$$

one has

$$
\begin{align*}
& \vec{J}_{0}^{I}=I_{n} \times \vec{H}_{0}, \quad \vec{J}_{1}^{J}=-j \vec{k}_{0} \cdot \stackrel{\rightharpoonup}{r}_{I_{n}} \times \vec{H}_{0}, \cdots \\
& \vec{j}_{p}^{I}=\frac{1}{p!}\left(-j \vec{k}_{0} \cdot \vec{r}\right) P I_{n} \times \vec{H}_{0}, \ldots \tag{6}
\end{align*}
$$

The chain of equations (4) enables one to decermine a Rayleigh series for $\vec{J}$ from which the Rayleigh series for $\rho$ follows via the continuity equation. There are several important points which should be noted about (4) :
(a) All orders $\vec{j}_{p}$ satisfy the same integral equation except for the source terms on the right-hand sides.
(b) Eq. (4a) is an integral formulation of the magnetostatic boundary-value problem, while (4b) contains the corresponding formulation of the electrostatic boundary-value problem. In fact, if one takes the surface divergence of (4b) and makes use of the continuity equation

$$
\begin{equation*}
\nabla_{s} \cdot \overrightarrow{\mathrm{~J}}=-\mathrm{s} \mathrm{\rho} \tag{7}
\end{equation*}
$$

one obtains

$$
\begin{equation*}
\frac{1}{2} \rho_{0}+\int_{S} \rho_{0}\left(\vec{r}^{\prime}\right) \frac{\partial}{\partial n}\left(\frac{1}{4 \pi R}\right) d S^{\prime}=\varepsilon \vec{I}_{n} \cdot \vec{E}_{0}^{1} \tag{8}
\end{equation*}
$$

which is the formulation of an electrostatic boundary-value problem in terms of an integral equation of the second kind.
(c) It can be shown from (4a) that

$$
\begin{equation*}
\nabla_{s} \cdot \vec{J}_{0}=0 \tag{9a}
\end{equation*}
$$

if and only if $\nabla_{s} \cdot \hat{j}_{0}^{i}=0$. It is true that $\nabla_{s} \cdot \hat{J}_{0}^{1}=0$ for $a$ plane-wave field but not for the field due to moving charged
particles [7]. If one substitutes the expansion (1) in the continuity equation (7) and equates terms of like orders of magnitude, one will see that the first term gives (9a) while the second term yields

$$
\begin{equation*}
\nabla_{s} \cdot \vec{J}_{1}=-s \rho_{0} \tag{9b}
\end{equation*}
$$

Before we proceed to explore the properties of $\vec{J}_{0}$ and $\vec{J}_{1}$, which are the most important quantities in low-frequency considerations, let us examine briefly what light the e-field formulation may shed on these two quantities. On the surface of a perfect conductor one has the well-known E-field equation

$$
\begin{equation*}
s \vec{I}_{n} \times \int G J d S S^{\prime}+\frac{1}{\varepsilon} \vec{I}_{n} \times \nabla \int G \rho d S^{\prime}=\vec{I}_{n^{\prime}} \times \vec{E}^{i} \tag{10a}
\end{equation*}
$$

together with the continuity equation (7). However, (7) and (10a) are not well suited for low-frequency expansions. One way out of this difficulty is to abandon the continuity equation and to use instead the following integral relation between $\vec{J}$ and $\rho$, namely

$$
\begin{equation*}
\frac{1}{2} \rho+\int \frac{\partial G}{\partial n} \rho d S^{\prime}+\operatorname{su\varepsilon } \vec{I}_{\mathbf{n}} \cdot \int \vec{J}_{G d S^{\prime}}=\varepsilon \vec{I}_{\mathbf{n}} \vec{E}^{1} \tag{10b}
\end{equation*}
$$

which can be obtained by taking the $\dot{I}_{n}$ dot of the Helmholtz integral representation of the E-field, in much the same way as (10a) can be obtained by taking the $\vec{I}_{n}$ cross of that representation [8]. Now making a low-frequency expansion of (10a) and (10b) one obtains

$$
\left.\begin{array}{l}
I_{n} \times \nabla \int \frac{1}{4 \pi R} \rho_{0} d S^{\prime}=\varepsilon \vec{I}_{n} \times \vec{E}_{0}^{1}  \tag{11a}\\
\frac{1}{2} \rho_{0}+\int \frac{\partial}{\partial n}\left(\frac{1}{4 \pi R}\right) \rho_{0} d S^{\prime}=\varepsilon I_{n} \cdot \vec{E}_{o}^{1}
\end{array}\right\}
$$

$$
\left.\begin{array}{l}
s \mu \varepsilon I_{n} \times \int \frac{1}{4 \pi R} \vec{J}_{0} d S^{\prime}+I_{n} \times \nabla \int \frac{1}{4 \pi R} \rho_{1} d S^{\prime}=\varepsilon I_{n} \times \mathbb{E}_{1}^{1} \\
\frac{1}{2} \rho_{1}+\int \frac{\partial}{\partial n}\left(\frac{1}{4 \pi R}\right) \rho_{1} d S^{\prime}+s \mu \varepsilon I_{n} \cdot \int J_{0} \frac{1}{4 \pi R} d S^{\prime}=\varepsilon I_{n} \cdot \vec{E}_{1}^{1} \tag{12b}
\end{array}\right\}
$$

and similar sets of coupled equations for $\left(\vec{J}_{1}, \rho_{2}\right),\left(\vec{J}_{2}, \rho_{3}\right)$, and so on. Eqs. (11a) and (11b) can be recognized as the formulation of an electrostatic boundary-value problem, since (11a) leads to

$$
\begin{equation*}
\frac{1}{\varepsilon} \int \frac{1}{4 \pi R} \rho_{0} d S^{\prime}+\phi_{0}^{1}=\text { constant } \tag{13a}
\end{equation*}
$$

where $\phi_{0}^{1}$ is the electrostatic potential of $\vec{E}_{0}^{1}$ and the constant is determined by (11b) which, upon integration over the surface of the body, gives

$$
\begin{equation*}
\int \rho_{0} d S=0 \tag{13b}
\end{equation*}
$$

If one wishes, one can solve (11b) directly and it can be shown that the solution of (Ilb) will automatically satisfy (11a). On the other hand, (12a) and (12b) for ( $\vec{J}_{0}, \rho_{1}$ ), and similar equations for ( $\vec{J}_{1}, \rho_{2}$ ), etc., are sets of coupled equations with the number of enuations equal to the number of unknowns.

It is evident from the above considerations that Rayleigh's series can be obtained with ease from the H-field formulation but not from the E-field formulation.
1.4.1.2 Properties of $\vec{J}_{0}$ and $\vec{J}_{1}$

We have just seen that the first two terms, $\vec{J}_{0}$ and $\vec{J}_{1}$, in the Rayleigh series satisfy respectively the integral equations (4a) and (4b) and also the differential equations (9a) and (9b). Integration of (9a) and (9b) over the patch $A$, which is a part of the entire surface $S$ of the body, gives (see Fig. 2)

$$
\begin{equation*}
\int_{C} \vec{J}_{0} \cdot I_{b} d \ell=0, \quad \int_{C} \vec{J}_{1} \cdot \dot{I}_{b} d \ell=-s \iint_{A} \rho_{0} d S \tag{14}
\end{equation*}
$$



Fig. 2. Geometry for (14). $I_{b}$ anit binormal tangent to $S$, $C=$ closed curve on $S$ bounding $A, A=$ area of patch on $S$, $S=$ surface of body.

These equations imply that the lines of $\xi_{0}$ form closed loops on the surface $S$, whereas the lines of $\vec{J}_{1}$ terminate at charges. Thus, $\vec{J}_{0}$ has nothing to d) with the total induced current flowing across any cross-section of the body [9], such as the total axial current on a cylinder.

As is evident from (9b), a knowledge of ${ }_{j}$ is sufficient for the determination of $\rho_{0}$ but the reverse is generaliy not true. In certain special cases, however, $J_{1}$ is obtainable directly from $\rho_{0}$. For example, in the case of two-dimensional geometries, $j_{1}$ and $\rho_{0}$ have the same peripheral distributions [10]. For three-dimensional bodies with rotational symmetry, such as the right circular cylinder, the prolate spheroid, the diak, etc., $J_{1}$ may be obtained directly from $\rho_{0}$ via the second equation of (14) if the domain A (Fig. 2) nf integration is appropriately chosen (see Figs. $3 a-c$ ).

In the case where the magnetic field and the propagation vector $c f$ an incident plane wave are respectively parallel and perpendicular to the axis of symmetry of a body as shown in Fig. 3d, one can relate $\vec{j}_{0}$ and $\rho_{0}$ by [11,12]

$$
\begin{equation*}
\frac{J_{O \phi}}{H_{0}}=-\frac{\rho_{0}}{2 \varepsilon E_{0} \cos \phi} \tag{15}
\end{equation*}
$$


(a) right circular cylinder

(c) circular disk

(b) prolate spheroid

(d) exisymmetric body

Fig. 3. Examples of axisymmetric geometries.

In this case the total axial current is zero. For the other polarization where the electric field and the propagation vector of the incident plane wave are respectively parallel and perpendicular to the axis of symmetry, no similar relationship exists between $\mathcal{J}_{0}$ and $\rho_{0}$.

It is not unexpected that $\vec{j}_{0}$ and $\vec{J}_{1}$ give rise to a magnetic and an electric dipole respectively, since lines of $\vec{J}_{0}$ from closed loops while ines of $\vec{J}_{1}$ are terminated at charges. Recalling the usual definitions for magnetic dipole moment $\stackrel{+}{m}$ and electric dipole moment $\vec{p}$ [13]

$$
\begin{align*}
& \vec{m}=\frac{1}{2} \int_{S} \overrightarrow{\mathbf{r}} \times \vec{J} \mathrm{dS}  \tag{16}\\
& \overrightarrow{\mathrm{p}}=\int_{\mathrm{S}} \overrightarrow{\mathbf{r}} \rho \mathrm{dS}=\frac{1}{\mathbf{s}} \int_{\mathrm{S}} \overrightarrow{\mathrm{~J}} \mathrm{dS}
\end{align*}
$$

one sees that $\vec{J}_{0}$ and $\vec{J}_{1}$ give respectively the static magnetic and electric dipole moments.

### 1.4.1.3 Small Objects on a Large Structure

On the surface of an aerospace vehicle such as an aircraft there are many small objects or inhomogeneities (see Fig. 4). These objects are


Fig. 4. Small objects on an aircraft.
physically small in comparison with the overall dimensions of the vehicle. In addition, they are electrically small over the important portion of a typical EMP spectrum. Hence, their mutual interactions as well as their perturbational effect on the overall external interaction of the entire structure with EMP can be characterized by their dipole moments [14].

To find the induced dipole moments for each object one will have to solve a magnetostatic and an electrostatic boundary-value problem which, among other things, involve the local geometry of the object. Fig. 5 shows the appropriate static boundary-value problems one needs to solve for a stub, a depression, and an aperture in an infinite ground plane. The approximation of the local geometry of the large structure by an infinite ground plane becomes better the larger the local radif


Fig. 5. Illustrations of static electric and magnetic field in the neighborhood of (a) a stub, (b) a depression, and (c) an aperture.
of curvature of the large structure are in comparison to the maximum dimension of the object. Generally one may have to use some canonical geometries of finite radii of curvature, such as a sphere, an infinite cylinder, or an ellipsoid, to model the local geometry of the large structure. But these canonical-shaped structures introduce an enormous amount of complexity to the analysis. On the other hand, an infinite
ground plane will not introduce any complexity to the problem at hand, and it will only lead to larger induced dipole moments.

There are two important points about the static boundary-value problems depicted in Fig. 5. The exciting fields are the "short-circuit" fields ( $\mathbf{E}_{s c}$, 昔 $_{s c}$ ). By a "short-circuit" field we mean a field that would exist at the location of the scatterer if the scatterer were removed. This means that if the scatterer were an aperture or a depression, the aperture or the depression would be covered by isotropic conductors. In the language of boundary-value problems a "short-circuit" field is the total field far away from the scatterer on an infinite plane. This field is related to surface current density $\vec{J}$ and surface charge density $\rho$ by

$$
\begin{align*}
& \vec{E}_{s c}=I_{n} \rho / \varepsilon  \tag{17a}\\
& \vec{H}_{s c}=\vec{J}_{\times} I_{n} \tag{17b}
\end{align*}
$$

where $\vec{I}_{n}$ is the outward unit vector normal to the surface of the large structure. To find $\bar{J}$ and $\rho$ one has to solve an external interaction problem in which all small objects are "removed" from the surface of the large structure. It is thus seen that $\vec{E}_{s c}$ and $\vec{H}_{s c}$ will contain those resonances of the large structure whose resonance-wavelengths are much greater than the dimensions of the small object.

To solve the static boundary-value problems of Fig. 5 for the dipole moments one may start with the Laplace equation for the magnetic scalar potential $\phi_{\mathrm{m}}$ and the electric scalar potential $\phi$, viz.,

$$
\begin{align*}
& \nabla^{2} \phi_{\text {II }}=0  \tag{18a}\\
& \nabla^{2} \phi_{\phi}=0 \tag{18b}
\end{align*}
$$

with $\phi_{m}+-\vec{r} \cdot \vec{H}_{B C}$ and $\phi+-\vec{r} \cdot \vec{E}_{S C}$ for observation points $\vec{r}$ far away from the object, and the usual boundary conditions that $(\partial / \partial n) \phi_{m}$ and $\phi$ vanish on the conductor's surface. There are many methods of solving (18). If
the surface of the object permits separation of variables, the eigenfunction expansion method is the natural one to use. If the object is of arbitrary shape, the integral equation method aided by numerical quadrature is more promising. The integral equations derived on the basis of (18) and the corresponding boundary conditions are scalar and, hence, are much simpler than their vector counterparts (4a) and (4b). But it must be emphasized that (18b) together with the corresponding boundary condition does not in general yield a complete information on $\vec{J}_{1}$, the second term in the Rayleigh series. Eq. (18b) gives the information on the surface charge density which, however, is sufficient for the determination of the electric dipole moment and, of course, all electric multipoles.

The above considerations can be put on a firm mathematical basis by taking the low-frequency limit of the integral-equation formulation of the problem appropriate for Fig. 4. Such a formulation would involve the dyadic Green's functions of the first and second kind [J.5], $\vec{G}_{1}$ and ${ }_{\mathrm{G}_{2}}$, which satisfy the boundary conditions

$$
\begin{equation*}
\vec{I}_{n} \times \vec{G}_{1}\left(\vec{r}^{\prime}, \vec{r}^{\prime}\right)=0, \quad \vec{I}_{n} \times \nabla \times \overleftrightarrow{G}_{2}\left(\vec{r}_{r}, \vec{r}^{\prime}\right)=0 \tag{19}
\end{equation*}
$$

on the surface of the large structure. It suffices to mention here that $\stackrel{G}{G}_{1}$ is useful for the problem of a small stub on a large structure, while $\vec{G}_{2}$ is appropriate for the problem involving an aperture or a depression in the surface of a large structure.

### 1.4.1.4 Dipoles and Polarizabilities

In this section formulas will be given to calculate the dipole moments and polarizabilities of an object in free space, an aperture in a ground plane, a boss on a ground plane and, finally, a depression'in a ground plane. There exist certain important relationships among the components of the electric and magnetic polarizability tensors. These relationships, among other properties of the polarizabilities, will be discussed.

### 1.4.1.4.1 Object in Free Space

The static dipole moments of an object in free spaca are given by the static limit of the general definition (16), viz.,

$$
\begin{equation*}
\vec{m}=\frac{1}{2} \int_{S} \vec{r} \times \vec{J}_{0} d S, \quad \vec{p}=\int_{S} \vec{r} \rho_{0} d S \tag{20}
\end{equation*}
$$

where $S$ is the surface of the object. Since $\vec{m}$ and $\vec{p}$ are inearly related to the incident fields $\vec{H}^{1}$ and $\vec{E}^{1}$ respectively, one has the following general relationship

$$
\begin{equation*}
\overrightarrow{\mathrm{p}} \equiv \varepsilon \stackrel{\leftrightarrow}{\mathrm{P}} \cdot \overrightarrow{\mathrm{E}}^{1}, \quad \overrightarrow{\mathrm{~m}}=\overrightarrow{\mathrm{M}} \cdot \overrightarrow{\mathrm{H}}^{1} \tag{21}
\end{equation*}
$$

where $\overleftrightarrow{P}$ and $\overleftrightarrow{M}$ are respectively called the electric and magnetic polarizability tensors. No matter how tortuous the surface of the object may be so long as the object is composed of reciprocal material, $\overleftrightarrow{P}$ aid $\overleftrightarrow{M}$ are always symmetric, i.e.,

$$
\begin{equation*}
P_{i j}=P_{j j .}, \quad M_{i j}=M_{j i} \quad(i, j=1,2,3) \tag{22}
\end{equation*}
$$

This symmetry property follows from a general theorem on the "generalized susceptibility" [16]. Thus, in general there are only six independent components in $P_{i j}$ or $M_{i j}$. Furthermore, since they are real and symmetric there always exists a coordinate system in which $P_{i j}$ or $M_{i j}$ is diagonalized; that is to say, there exists a coordinate system in which only three parameters are needed to cnaracterlze $\overleftrightarrow{P}$ or $\overleftrightarrow{M}$.

In addition to the existence of many inequalities among the components of $\overleftrightarrow{P}$ and $\overleftrightarrow{M}[17,18]$, there are certain special cases where $\overleftrightarrow{P}$ and $\overleftrightarrow{M}$ are directly related to each other. For a body rotationally symmetric about, say, the 3 -axis one has

$$
\begin{align*}
& P_{i j}=M_{i j}=0, \quad i \neq 1 \\
& P_{11}=P_{22}, \quad M_{11}=M_{22}  \tag{23}\\
& P_{11}=2 M_{33}
\end{align*}
$$

where the last relation follows from (15) and the first two are obvious from the symmetry of the problem. Even mmong the non-vanishing parameters of (23) there exist a number of conditions. For more detail the reader may consult [18].

For an ellipsoid, which can degenerate into a prolate spheroid, an oblate spheroid, a sphere, an elliptic disk, or a circular disk, there are many interesting relations among the $P_{i j}$ and $M_{i j}[19]$. Let $v$ denote the volume of the ellipsoid and let the coordinate axes be along the principal axes of the ellipsoid. Then [19]

$$
\begin{align*}
& P_{i j}=M_{i j}=0, \quad i \neq j \\
& \frac{1}{P_{i 1}}-\frac{1}{M_{i 1}}=\frac{1}{V}  \tag{24}\\
& \sum_{i=1}^{3} \frac{1}{P_{i 1}}=\frac{1}{V}
\end{align*}
$$

Eqs. (24) show that one needs only two independent parameters to characterize the low-frequency interaction properties of an ellipsoid.

Once $\vec{p}$ and $\vec{m}$ are known, the field can be calculated by [13]

$$
\begin{align*}
& \vec{E}=-\frac{1}{\varepsilon} \nabla \times(\vec{p} \times \nabla G)+j \omega \mu \overrightarrow{\mathbb{m}} \times \nabla G  \tag{25}\\
& \vec{H}=-\nabla \times(\overrightarrow{\text { m }} \times \nabla G)-j \omega \vec{p} \times \nabla G
\end{align*}
$$

where $G$ is the free-space Green's function given by (3).

### 1.4.1.4.2 Aperture in Ground Plane

The dipole moments of an aperture in an infinite grouad plane are tricky to define because of the presence of the ground plane (Fig. 5c). For one thing, the ground plane dividea the entire space into illuminated and shadow regions, making it necessary to have oppositely directed dipoles for the scattered field in each of these two regions. What is more, the
relevant excitation field in the low-frequency limit is the short-circuit field ( $\vec{E}_{\mathrm{sc}}, \mathrm{H}_{\mathrm{sc}}$ ), implying that factors of 2 will crop up here and there [20].

In view of the duality between $\frac{ \pm}{E}$ and $\dot{H}$ in Maxwell's equations, one would naturally introduce $\vec{p}_{a}$ and $\vec{m}_{a}$ as

$$
\begin{align*}
& \vec{p}_{a}=-\frac{\varepsilon}{2} \int_{A} \vec{r} \times \vec{J}_{m} d S  \tag{26}\\
& \vec{m}_{a}=\int_{A} \vec{r}_{\rho_{m}} d S
\end{align*}
$$

in complete analogy to the general definition (16). Here A is the surface of the aperture, and $J_{m}$ and $\rho_{m}$ are the magnetic surface current and charge densities related to the total aperture electric field $\vec{E}_{a}$ by

$$
\begin{equation*}
\vec{J}_{m}=2 I_{n} \times \vec{E}_{a}, \quad \rho_{m}=-\frac{1}{s} \nabla_{s} \cdot \vec{J}_{m} \tag{27}
\end{equation*}
$$

where $I_{n}$ is the unit normal vector pointing into the illuminated region. With the definition (27) one can show that $\vec{p}_{a}$ and $\vec{m}_{a}$, as defined by (26), give the correct total penetrant field in the shadow region via formula (25). Substituting (27) in (26) and taking the low-frequency limit one obtains a simpler working definition for $\vec{p}_{a}$ and $\vec{m}_{a}$, namely

$$
\begin{align*}
& \vec{p}_{a}=-2 \varepsilon \vec{I}_{n} \int_{A} \phi d S  \tag{28}\\
& \vec{m}_{a}=-2 \int_{A} \vec{r} H_{n} d S
\end{align*}
$$

where $\phi$ is the electrostatic potential and $H_{n}$ is the normal component of the magnetic field [20].

Although $\vec{p}_{a}$ and $\vec{m}_{a}$ give the total penetrant field via the free-space dipole field formula (25), they are not too convenient to use for most interaction caiculations because a cavity and/or cables oftea exist behind an aperture, in which cases the ground plane is part of the cavity
or part of the transmission line. This means that the dipole momenta, $\stackrel{\rightharpoonup}{p}_{a 1}$ and $\vec{m}_{a \neq}$, defined in the presence of the ground plane, are preferable to $\vec{p}_{a}$ and $\stackrel{\rightharpoonup}{m}_{a}$. They are related simply by

$$
\begin{equation*}
\overrightarrow{\mathrm{p}}_{\mathrm{ai}}=\frac{1}{2} \overrightarrow{\mathrm{p}}_{\mathrm{a}}, \quad \overrightarrow{\mathrm{~m}}_{\mathrm{a} i}=\frac{1}{2} \overrightarrow{\mathrm{~m}}_{\mathrm{a}} \tag{29}
\end{equation*}
$$

Next, we introduce the eiectric and magnetic polarizabilities $\overleftrightarrow{\alpha}_{\mathrm{e}}$ and $\stackrel{\leftrightarrow}{\alpha_{m}}$ through

$$
\begin{equation*}
\overrightarrow{\mathrm{P}}_{a i} \equiv \varepsilon{\stackrel{\leftrightarrow}{\alpha_{e}}}_{e} \cdot \overrightarrow{\mathrm{E}}_{\mathrm{sc}}, \quad \overrightarrow{\mathrm{~m}}_{\mathrm{ai}} \equiv-{\stackrel{\leftrightarrow}{\alpha_{m}}} \cdot \overrightarrow{\mathrm{H}}_{\mathrm{sc}} \tag{30}
\end{equation*}
$$

where the - sign in the second equation of (30) is needed, so that the components of $\stackrel{\leftrightarrow}{\alpha_{\mathrm{m}}}$ are positive. Again, it is important to remember that $\vec{p}_{a i}$ and $\vec{m}_{a i}$ are deitined for the shadow region and that their directions must be reversed for the illuminated region.

Since $\vec{E}_{s c}$ is always perpendicular to the ground plane, $\stackrel{\leftrightarrow}{\alpha}_{e}$ has only one non-vanishing component. On the other hand, $\overrightarrow{\mathrm{H}}_{\mathrm{Bc}}$ may have two independent components for a given coordinate system, and hence $\stackrel{\leftrightarrow}{\alpha}_{\mathrm{m}}$ is a two-dimensional symmetric dyad which can always be diagoualized by an orthogonal transformation. There exists a relationship between ( ${ }_{\mathrm{e}}, \stackrel{\leftrightarrow}{\alpha_{m}}$ ) of an aperture and ( $(\vec{P}, \overleftrightarrow{M})$ of the complementary disk via the Babinet principle. It can be shown that [21]

$$
\begin{equation*}
{\stackrel{\leftrightarrow}{\alpha_{e}}}^{\prime}=-\frac{1}{4} \overleftrightarrow{M}_{d i s k}, \quad \overleftrightarrow{\alpha}_{m}=\frac{1}{4} \overleftrightarrow{p}_{\text {disk }} \tag{31}
\end{equation*}
$$

Thus, the polarizabilities of an ellipsoid discussed previously can yield in its limiting forms the polarizabilities of an elliptical and a circular hole.

### 1.4.1.4.3 Boss on Ground Plane

A boss is a protrusion on a ground plane (Fig. 5a). The blade antennas on an aircraft are one such example. Let $\vec{p}_{b}$ and $\vec{m}_{b}$ be the dipole moments giving the total scattered field via the free-space dipole field
formula (25). Let $\vec{p}_{b 1}$ and $\vec{m}_{b 1}$ be the dipole moments radiating in the presence of an infinite ground plane. Then, with $S_{b}$ denoting the surface of the boss one has

$$
\begin{array}{ll}
\vec{p}_{b}=2 \int_{S_{b}} \vec{r} \rho_{o} d S, & \vec{m}_{b}=\int_{S_{b}} \vec{r} \times \vec{J}_{o} d S \\
\vec{p}_{b i}=\frac{1}{2} \vec{p}_{b} & \vec{m}_{b i}=\frac{1}{2} \vec{m}_{b}  \tag{32}\\
\vec{p}_{b i} \equiv \varepsilon \vec{\beta}_{e} \cdot \vec{E}_{s c} & \vec{m}_{b i} \equiv \vec{\beta}_{m} \cdot \vec{H}_{s c}
\end{array}
$$

If $\overleftrightarrow{F}$ and $\overleftrightarrow{M}$ are the polarizabilities in free space of the boss plus its image, then it is obvious that

$$
\begin{equation*}
\overleftrightarrow{B}_{e}=\frac{1}{2} \overleftrightarrow{P} \quad \overleftrightarrow{\beta}_{m}=\frac{1}{2} \overleftrightarrow{M} \tag{33}
\end{equation*}
$$

### 1.4.1.4.4 Depression in Ground Plane

Flush-mounted antennas on aircraft are examples of depressions in a ground plane (see Fig. 5b). Except for a hemispherical bowl [22] there are no known solutions for other three-dimensional depressions. Let $\vec{p}_{d}$ and $\vec{m}_{d}$ be the dipole moments that give the total scattered field via formula (25) and let $\vec{p}_{d i}$ and $\vec{m}_{d i}$ be the dipole moments defined with the ground plane. The situation is similar to that of an aperture except that now there is only the illuminated region. Thus

$$
\begin{align*}
& \vec{p}_{d}=-\frac{\varepsilon}{2} \int_{A} \vec{r}_{x} \vec{J}_{m} d S, \quad \vec{m}_{d}=-\int_{A} \overrightarrow{\mathbf{r}} \rho_{m} d S \\
& \vec{p}_{d 1}=\frac{1}{2} \vec{p}_{d}  \tag{34}\\
& \vec{m}_{d i}=\frac{1}{2} \vec{m}_{d} \\
& \vec{p}_{d i} \equiv \varepsilon{\stackrel{\leftrightarrow}{\gamma_{e}}}_{e} \cdot \vec{E}_{s c} \quad \vec{m}_{d i} \equiv{\stackrel{\leftrightarrow}{\gamma_{m}}}^{\vec{m}_{s c}}
\end{align*}
$$

where $A$ is the area of the depression's mouth. For a hemispherical depression ${ }^{\boldsymbol{\gamma}_{\text {e }}}$ has an exact closed form, whereas $\vec{\gamma}_{m}$ can be obtained only approximately [22]. As would be expected, the polarizability values are smaller than the corresponding values of a circular aperture. Thus, it is reasonable to assume that the polarizabilities of the aperture $A$ in an infinite ground plane (i.e., when the volume of the depression becomes infinite while its opening remains unchanged) give the upper bounds of $\vec{\gamma}_{e}^{+\rightarrow}$ and ${ }^{\underline{\gamma_{r}}}$.

At this point it is a good idea to sumarize the above results. The total fields $\vec{E}, \vec{H}$ radiated by the dipoles $\vec{p}, \vec{m}$ are given by (25). The values of $\vec{p}$ and $\vec{m}$ to be used in (25) for the four different situations discussed above are tabulated in table 1 . It should be pointed out that

TABLE 1. DIPOLE MOMENTS TO BE USED IN EQUATIONS (25)

|  | Body in Free Space | Aperture in Ground Plane | Boss in Ground Plane | Depression in Ground Plane |
| :---: | :---: | :---: | :---: | :---: |
| $\stackrel{\rightharpoonup}{p}$ | $\varepsilon \stackrel{\rightharpoonup}{\mathbf{P}} \cdot \overrightarrow{E^{1}}$ | $2 \overleftrightarrow{\alpha}^{*} \cdot \vec{E}_{8 c}$ | $2 \mathrm{E} \vec{B}_{\text {e }} \cdot \vec{E}_{\text {EC }}$ | $2 \hat{\varepsilon} \hat{\gamma}_{e} \cdot \vec{E}_{B C}$ |
| $\stackrel{+}{\text { m }}$ | $\stackrel{+}{M} \cdot \vec{H}^{1}$ | $-2 \stackrel{*}{\alpha}_{m} \cdot \vec{H}_{8 c}$ | $2 \vec{\beta}_{m} \cdot \vec{H}_{8 C}$ | $2 \vec{Y}^{+} \cdot \vec{H}_{\text {gc }}$ |

In the case of an aperture in a ground plane the values of $\vec{p}$ and $\vec{m}$ in table 1 when substituted in (25) give the total fields in the shadow region

The above discussions have been focused on three-dimensional objects and two-dimensional apertures. In the case of two-dimenaional objects or one-dimensional apertures, the magnetic polarizability per unit length $\overleftrightarrow{M}^{\prime}$ is directly related to the electric polarizability per unit length $\overleftrightarrow{\mathrm{P}^{\prime}}$. The truth of this statement can be seen from the following simple considerations. Let the $z$-axis be the axis of a two-dimensional object, the $y$-axis be directed along the incident magnetic field $\mathbf{H}^{1}$ and the
$x$-axis along the incident electric field $\mathbb{E}^{1}$. Then the electric and magnetic scalar potentials $\phi$ and $\phi_{m}$ form the complex potential W , namely [23]

$$
\begin{equation*}
\mathrm{W}=\phi+j \phi_{\mathrm{m}} \tag{35}
\end{equation*}
$$

which satisfies the Laplace equation. From the theory of conjugate functions one can show that the electric polarizability tensor $\overrightarrow{P^{i}}$ and the magnetic polarizability tensor $\vec{M}^{\prime}$ are related by

$$
\begin{equation*}
\overleftrightarrow{P}^{\prime}=I_{z} \times \overleftrightarrow{M}^{\prime} \tag{36}
\end{equation*}
$$

The discussions thus far have been limited to perfectly conducting bodies. It should come as no surprise that the low-frequency interaction properties of a dielectric/permeable body are predominantly characterized by its electric and magnetic polarizabilities. For more detail the interested reader should refer to [24].

### 1.4.1.5 Quasi-Stationary, Late-Time Considerations

As is evident from (4) each term of the Rayleigh series for the current density is given by

$$
\begin{align*}
& \vec{J}_{0}=\vec{L} \cdot \vec{J}_{0}^{i} \\
& \vec{J}_{1}=\overleftrightarrow{\mathfrak{L}} \cdot \vec{J}_{1}^{i}  \tag{37}\\
& \vec{J}_{2}=\overleftrightarrow{S} \cdot\left\{\vec{J}_{2}^{i}+\frac{s^{2}}{c^{2}} \int \frac{\vec{I}_{n} \times\left(\vec{k} \times \vec{J}_{0}\right)}{8 \pi R} d S:\right\}
\end{align*}
$$

and so on, where $\overrightarrow{\mathcal{L}}$ is the statir dyadic integral operator inverse to the integral operator on the left-hand side of (4). For separable surfaces, $\overrightarrow{\mathcal{L}}$ takes a very simple form. For example, in the case of an infinitely long cylinder (Fig, 6a) we have


Fig. Wa. Incident magnetic field perpendicular to the axis of an infinite cylinder.

$$
\begin{equation*}
\overleftrightarrow{\mathcal{L}}=2 \mathrm{I}_{z} \vec{I}_{z}, \quad \vec{J}_{0}^{i}=-\vec{I}_{z} H_{0} \sin \phi \tag{38}
\end{equation*}
$$

and in the case of a sphere (Fig: Gb) we have

$$
\begin{equation*}
\overleftrightarrow{\mathscr{L}}=\frac{3}{2} \vec{I}_{\phi} \vec{I}_{\phi}, \quad \vec{J}_{0}^{1}=-\vec{I}_{\phi} H_{0} \sin \theta \tag{39}
\end{equation*}
$$

The time-domain series corresponding to (37) is

$$
\begin{align*}
& \vec{J}_{0}(t)=\vec{L} \cdot \vec{J}_{0}^{1}(t) \\
& \vec{J}_{1}(t)=\overleftrightarrow{\mathcal{L}} \cdot \vec{J}_{1}^{1}(t)  \tag{40}\\
& \vec{J}_{2}(t)=\overleftrightarrow{\mathcal{L}} \cdot\left\{\vec{J}_{2}^{1}(t)+\frac{1}{8 \pi c^{2}} \int I_{n} \times\left(I_{R} \times \ddot{J}_{0}\right) d S^{\prime}\right\}
\end{align*}
$$

and so on, where the double dots denote two time-differentiations and $I_{R}$ is the unit vector in the direction of $\vec{k}$ (see Fig. 1). The dependence of $\vec{J}_{0}, \vec{J}_{1}$, etc. on $\vec{r}$ (the position on the surface of the object) should be understood and has been omitted for simplicity. It is reasonable to call


Fig. 6b. Incident magnetic field along the polar axis of a sphere.
(40) a quasi-stationary series, since this series holds true if the electromagnetic phenomena are slowly varying during a time interval comparable to the characteristic or transit time $t_{c}$ of the body. In fact, the series (40) can also be obtained by expanding the time-domain H-field integral equation, the inverse Fourier transform of (2), in powers of $t_{c}$. Thus, the quasi-stationary series makes sense if the pulse width of the incident wave is much larger than $t_{c}$ (Figs. $7 a, b$ ), or if the speeds of the charged particles are very small compared to the speed of light in the surrounding medium (see Fig. 7c), as is often the case in most SGEMP interaction problems. Of course, the prerequisite for the series to be valid is that all early-time transient effects have subsided; that is to say, the object is well immersed in the incident pulse or the charged particles have long ceased their violent motions. In this sense ( 40 ) may also be termed a late-time series.


Fig. 7. (a) A pulse incident on a body, (b) a step-function wave incident on a body, and (c) a charged particle $q$ moving with velocity $\overrightarrow{\mathrm{v}}$ near a budy.

Let a plane-wave pulse travel along the positive $x$-direction and impinge on an object as shown in Fig. 7a. Then, the incident current $\vec{J}^{1}(\vec{r}, t)$ is given by

$$
\begin{equation*}
\vec{J}^{1}(\vec{I}, t)=\vec{I}_{n} \times \vec{H} f(t-x / c) \tag{41}
\end{equation*}
$$

where $x$ lies between $x=0$ and $x=\ell$. Expanding $f$ in a Taylor series and introducing $t_{c}=\ell / c$ one gets

$$
\begin{equation*}
f(t-x / c)=f(t)-\frac{x}{l} t_{c} \stackrel{\circ}{f}(t)+\frac{1}{2}\left(\frac{x}{l}\right)^{2} t_{c}^{2} \ddot{f}(t) \ldots . \tag{42a}
\end{equation*}
$$

which is a convergent series if

$$
\begin{equation*}
|f|>\left|t_{c} \dot{f}\right|, \quad|\dot{f}|>\left|t_{c} \ddot{f}\right|, \ldots \tag{42b}
\end{equation*}
$$

In physical terms this means that the incident waveform docs not vary much during a time interval equal to the transit time $t_{c}$. When this condition is met one then has, according to (40),

$$
\begin{align*}
& \vec{J}_{0}(\vec{r}, t)=\vec{C}_{0}(\vec{r}) f(t) \\
& \vec{J}_{1}(\vec{r}, t)=\vec{C}_{1}(\vec{r}) f(t) \\
& \vec{J}_{2}(\vec{r}, t)=\vec{C}_{2}(\vec{r}) \ddot{f}(t)  \tag{43}\\
& \vdots \\
& \vdots \\
& J_{n}(\vec{r}, t)=\vec{C}_{n}(\vec{r}) f^{(n)}(t)
\end{align*}
$$

where $f^{(n)}$ denotes the nth time derivative of $f$ and $\vec{C}_{0}, \vec{C}_{1}$, etc. are vector functions depending only on the observation point $\vec{r}$ on the eurface. If one reconstructs the waveform for the induced current $\vec{J}(\vec{r}, t)$ from the quasi-stationary or late-time series (43), J will be different from the waveform of the incident pulse because the $\vec{C}_{n}$ 's are generally different from the coefficients of the Taylor series (42a).

Fig. 7b depicts a step-function plane wave striking an obfect. In this case we have

$$
\begin{equation*}
f(t-x / c)=u(t-x / c) \tag{44}
\end{equation*}
$$

where $u$ is the unit step function. Clearly, after all the initial transient phenomena have subsided there remain

$$
\begin{align*}
& \vec{J}_{0}(\vec{r}, t)=\vec{C}_{0}(\vec{r}) \\
& \rho_{0}(\vec{r}, t)=-\nabla_{s} \cdot \vec{C}_{1}(\vec{r}) \tag{45}
\end{align*}
$$

where the second equation follows from integrating the time-domein version of the continuity equation (9b) from $-\infty$ to $t$ with the help of the second equation of (43).

If the incident wave is, say, a step-function sine wave with angular frequency $w_{0}$, the induced current and charge densities will eventually oscillate at $\omega_{0}$ with different phase shifts. This state of affairs is called the steady state, as is well known in all branches of the physical sciences. Of course, the static state (45) is a special case of the steady state.

### 1.4.2 INTERMEDIATE-FREQUENCY, INTERMEDIATE-TIME REGION

Following the low-frequency, late-time region is the intermediatefrequency, intermediate-time region which is characterized by the ratio $a / \lambda$ (ratio of characteristic dimension of scatterer to characteristic wavelength of incoming EMP) that is neither very small nor very large compared to unity. Therefore a power series expansion or an asymptotic expansion in $a / \lambda$ cannot be carried out to good advantage, if at all. on the other hand, the intermediate-frequency region can be very important in electromagnetic problems involving a broad-band source of excitation like an EMP. An efficient mathematical technique to calculate intermediatefrequency scattering and intermediate-time behavior is therefore much in demand for analyzing the EMP interaction. The singularity expansion method offers one such technique that is short of solving the interaction problem exactly [25-27].

### 1.4.2.1 Singularity Expansion Method

The singularity expansion method (sometimes known as SEM) consists of characterizing the physical quantities in EMP jnteraction problems by their singularities in the complex frequency plane. The idea has its origin in the classical analysis of the transient responses of lumped network circuits, and can be introduced in this connection.

### 1.4.2.1.1 Transient Analysis of a Lumped Network Circuit

Consider the simple LRC series shown in Fig. 8. It is driven by a transient voltage source $v(t)$. As a consequence the circuit develops a transient response in the form of a current $i(t)$. This time-dependent


Fig. 8. A lumped LRC series circuit driven by a transient voltage source $v(t)$.
phenomenon is described by a second order, nonhomogeneous, inear differential equation in time

$$
\begin{equation*}
\left(L \frac{d^{2}}{d t^{2}}+R \frac{d}{d t}+\frac{1}{c}\right) f(t)=\frac{d}{d t} v(t) \tag{46}
\end{equation*}
$$

The current $i(t)$ can be calculated by solving an initial-value problem.
The classical tool for analyzing initial-value problems is the Larlace transform. Let $f(t)$ be the time-domain response of a physical system, such as the LRC circuit, to a transient excitation. One can introduce a complex frequency $s$, and write the frequency-domain response $F(s)$ as the two-sided Laplace transform [28] of $f(t)$

$$
\begin{equation*}
F(s)=\int_{-\infty}^{\infty} e^{-s t} f(t) d t \tag{47}
\end{equation*}
$$

If $f(t)$ is reasonably smooth and vanishes sufficiently rapidly as $t \rightarrow \pm \infty$, $F(s)$ is an analytic function of $s$ except at a set of singularities. The location, number, aid type of the singularities are determined by the physical characteristics of the syetem and the excitation. In fact, most of these $s-p l a n e$ singularities can be put in a one-to-one correspondence with certain so-called natural oscillation frequencies of the system.

The inverse Laplace transform of (47) is given by

$$
\begin{equation*}
f(t)=\frac{1}{2 \pi j} \int_{\Omega-j \infty}^{\Omega+j \infty} e^{s t} F(s) d s \tag{48}
\end{equation*}
$$

Here $\Omega$ is a real constant so chosen that the singularities of $F(s)$ all lie to the left of the path of integration. The confinement of the singularities of $F(s)$ to the left half-plane of the s-plane is guaranteed by the principle of causality. It follows from the identical vanishing of the response $f(t)$ before the arrival of the excitation.

Applying the Laplace transform to (46), one obtains the solution in the frequency domain

$$
\begin{equation*}
I(s)=Y(s) V(s) \tag{49}
\end{equation*}
$$

where $\mathrm{Y}(\mathrm{s})$ is the admittance of the LRC circuit at complex frequency $s$, given by

$$
\begin{equation*}
Y(s)=\frac{s}{L s^{2}+R s+1 / C} \tag{50}
\end{equation*}
$$

The singularities of $I(s)$ in the s-plane are contained in $Y(s)$ and $V(s)$. Eq. (50) shows that $Y(s)$ has two simple poles situated at $s=s_{ \pm}$ with

$$
\begin{equation*}
s_{ \pm}=-\frac{R}{2 L} \pm \sqrt{\left(\frac{R}{2 L}\right)^{2}-\frac{1}{L C}} \tag{51}
\end{equation*}
$$

Both these poles are located in the left half-plane, since $R e s_{ \pm}<0$. Depending on the sign of the discriminant in (51), $s_{+}$and $s_{-}$are either both real (in which case the poles both lie on the real axis) or they are complex conjugates (in which case the poles lie symmetrically with respect to the real axis). This symmetry in the pole distribution with respect to the real axis is a consequence of the fact that $I, R$ and C are all real physical quantities.

The admlttance $Y(s)$ in (50) can be rewritten in the following partialfraction form

$$
\begin{equation*}
Y(s)=\frac{1}{L\left(s_{+}-s_{-}\right)}\left[\frac{s_{+}}{s-s_{+}}-\frac{s_{-}}{s-s_{-}}\right] \tag{52}
\end{equation*}
$$

This is in fact a singularity expansion of $Y(s)$. That is, $Y(s)$ is here expressed as a sum of terms, each one of which exhibits one of its singularities.

A singularity expansion of $V(s)$ can be performed in like manner. For definiteness, take $v(t)$ to be a step function:

$$
v(t)= \begin{cases}0, & t<0  \tag{53}\\ v_{0}, & t>0\end{cases}
$$

That is to say, the appiled voltage source is switched on instantly at $t=0$ to full strength $V_{0}$, and maintained at this value for all time $t>0$. Its Laplace transform is

$$
\begin{equation*}
V(s)=\frac{V_{o}}{s} \tag{54}
\end{equation*}
$$

This expression is already in the form of a singularity expansion, showing a simple pole at $s=0$.

The singularity expansion of $I(s)$, which is really what is most interesting as far as solving the transiea:t-response problem is concerned, can be derived by combining (52) and (54). One obtains

$$
\begin{equation*}
I(s)=\frac{V_{0}}{L\left(s_{+}-s_{-}\right)}\left[\frac{1}{s-s_{+}}-\frac{1}{s-s_{-}}\right] \tag{55}
\end{equation*}
$$

This expansion shows two simple poles at $s=s_{ \pm}$corresponding to the two natural frequencies of the LRC series circuit. Note that in this particular
example the pole of $V(s)$ at $s=0$ is eliminated by the factor $s$ in the numerator of $\mathrm{Y}(\mathrm{s})$ in (50), and does not figure in the singularity expansion of $I(s)$. But, in general, the source introduces singularities into the response, which do not correspond to natural frequencies of the system.

The transient response current $i(t)$ can be obtained by performing the inverse Laplace transform

$$
\begin{equation*}
i(t)=\frac{1}{2 \pi j} \int_{\Omega-j \infty}^{\Omega+j \infty} e^{s t} I(s) d s \tag{56}
\end{equation*}
$$

In this case the constant $\Omega$ can be chosen equal to 0 . The integral is easily evaluated by the method of residues, since the open straight coniour can be closed by a right semi-circle at infinity for $t<0$, and by a left semi-circle at infinity for $t>0$. The result of the integration is

$$
i(t)=\left\{\begin{array}{l}
0, \quad t<0  \tag{57}\\
\frac{v_{0}}{L\left(s_{+}-s_{-}\right)}\left[e^{s_{+} t}-e^{s_{-} t}\right], \quad t>0
\end{array}\right.
$$

Each pole in $I(s)$ is seen to contribute a damped sinusoid to $f(t)$.

### 1.4.2.1.2 Generalization

The above transient-response analysis of a simple lumped network circuit by means of the Laplace transform contains practically all that there is to SEM. In the application of SEM to more advanced electromagnetic problems, certain complications will inevitably arise. But the basic features of the analysis wili persist. One anticipated complication will be the appearance of spatial dependence. As soon as one goes beyond lumped-parameter circuits, one encounters distributed systems. These are described by partial differential equations or integral equations, which differ from the ordinary differential equation
(46) In the dependence on spatial coordinates. Another anticipated complication is that the number of natural frequencies will be much larger for a distributed system, and thus many more singularities will show up in the s-plane.

A feeling of the state of affairs in the s-plane representing the transient response of a distributed system, such as the response of an aircraft to an EMP, can be gleaned from the following somewhat simplistic picture. Nevertheless, this picture actually obtains when one uses approximate numerical methods to perform the singularity expansion. Let the applied excitation reach the system at time $t=0$, and let the system's response be denoted by a real function of space and time $f(\vec{r}, t)$. This function can either be a scalar (such as the surface charge density) or a vector (such as the surface current density) or some other more exotic physical entity. Its Laplace transform $F(\vec{r}, s)$ will be analytic in the right half-plane Re $s>0$. Its singularities are confined to the left half-plane Re $s<0$. Very often, they consist of a host of simple poles lying either along the real axis or occuring in complex-conjugate pairs as shown in Fig. 9. This symmetry of the singularity distribution with respect to the real axis is a consequence of the reality of $f(\vec{r}, t)$, so that one can deduce from (47), the Schwarz reflection principle

$$
\begin{equation*}
F^{*}(\vec{r}, s)=F\left(\vec{r}, s^{*}\right) \tag{58}
\end{equation*}
$$

where the asterisk denotes the complex conjugate.
Let $F(\vec{r}, s)$ be written in the form of the following singularity expansion

$$
\begin{equation*}
F(\vec{r}, s)=\sum_{m=1}^{M}\left[\frac{R_{m}(\vec{r})}{s-s_{m}}+\frac{R_{m}^{*}(\vec{r})}{s-s_{m}^{*}}\right] \tag{59}
\end{equation*}
$$

The natural frequencies $s_{m}$ can be complex with Re $s_{m}<0$ or real and negative. The residues $R_{m}$ can be complex or real and are functions of


Fig. 9. Example of the complex-frequency-plane singularity pattern of a physical system.
position. They are proportional to the natural modes of oscillation of the system at the respective natural frequencies. The constants of proportionality measure the extent to which these modes are agitated by the source of excitation.

Eq. (59) is not the most general expansion for $\vec{\prime}(\vec{r}, s)$. One can clearly add an arbitrary entire function to the right-hand aide without affecting the singularity pattern in the finite g-plane. However, this entire function will alter the asymptotic behavior of $F(\vec{r}, s)$, making it approach a nonzero value as $s+\infty$. Indeed, the entire function is closely related to the high-frequency response of the system. But if the excitation applied to the system is a pulse, its high-frequency components are vanishingly amall. The response $F\left(\vec{r}_{;}\right)$can be expected to approach zero as $s+\infty$, as is the case in (59).

The inverse Laplace tranaform can again be performed by the method of residuas, and one finds that for $t>0$

$$
\begin{equation*}
f(\vec{r}, t)=\sum_{m=1}^{M}\left[R_{m}(\vec{r}) e^{s_{m} t}+k_{m}^{*}(\vec{r}) e^{g_{m}^{*} t}\right] \tag{60}
\end{equation*}
$$

This shows the time-domain response $f(\vec{r}, t)$ as a sum of damped sinusoids. Each term describes the exponential decay of a natural mode after its excitation by the applied source.

Eq.(59) is an expression for studying the system's response to an intermediate-frequency excitation. The response of the system in the frequency domain is given by the value of $F(\vec{r}, s)$ along the $j \omega$-axis of the s-plane. At real excitation frequency $\omega$, the response is $F(\vec{r}, j \omega)$. From (59), it is clear that the contributions to $F(\vec{r}, f \omega)$ come mainly from those poles of $F(\vec{r}, s)$ that lie close to the point $s=j \omega$. In fact, a few nearest poles in the singularity expansion will generally represent the response with sufficient accuracy. Thus one sees that, at low and high excitation frequencies, the usual expansion of the frequency-domain response of a system is in terms of the ratio of the system dimension to the wavelength, whereas at intermediate excitation frequencies, a useful expansion is a singularity expansion In terms of the set of natural frequencies of the system.

Eq.(60) is valuable for studying the system's time-domain reaponse at intermediate times. Each damped sinusoid appearing therein has its own characteristic damping constant which is directly proportional to the distance of the corresponding s-plane pole from the imaginary axis. The decay time of the corresponding natural mode is inversely proportional to this distance. At the very earliest times, immediately after the arrival of the applied excitation, the time-domain response $f(\vec{r}, t)$ is made up of contributions from each of the excited natural modes. However, as time goes on, the shorter-lived modes die out one by one, and progressively fewer terms need be retained in $f(\vec{r}, t)$, so that at late times none but the contribution from the pole closest to the imaginary axis survives. One therefore concludes that at an intermediate time $t$, only those poles with decay times comparable to or greater than $t$ will contribute aubstantialiy to the time-domain response $f(\vec{r}, t)$.

The characterization of a system's response by a finite collection of simple poles, as exemplified by the singularity expansion of $\mathbf{F}(\vec{r}, \vec{s})$
in (59), is a technique of great aesthetical appeal for studying transient electromagnetic problems. This type of basic singularity pattern is really what one comes up with when one approaches the singularity expansion by purely numerical methods. But, analytically, more complicated situations can conceivably arise. First, the number of natural frequencies of a distributed system is really infinite, so that the set of poles is actually infinite. The integer $M$ in (59) should be replaced by $\infty$. This raises the question of the convergence of the infinite sum; and one may have to perform appropriate rearrangements of the terms to achieve convergence. Second, some singularities of $F(\vec{r}, s)$ may appear as branch cuts. A branch cut is essentially a continuous one-dimensional distribution of poles, and turns up whenever the natural frequency spectrum of the system contains a continuous portion. Third, some singularities of $F(\vec{r}, s)$ may appear as multiple poles rather than simple poies; but this new feature can be easily accomodated in the singularity expansion. One suspects that multiple poles can occur only under the most fortuitous circumstances, when the parameters of a physical system are accidentally so interrelated that two or more simple poles coincide.

Before delving into the mechanics of singularity expansion, it is ingtructive to analyze in detail a number of exactly soluble electromagnetic problems in the context of complex-frequency-plane singularities.

### 1.4.2.2 s-Plane Singularities in Transmission-Line Analysis

A transmission line is an important electromagnetic system that is only one step removed from a lumped network circuit in order of complexity. Its behavior is described by a pair of partial differential equations involving one spatial dimension as well as time. These equations are often simple enough to permit exact solution. A close study of the exact solution can shed valuable light on the basic features of singularity expansion.

### 1.4.2.2.1 Finite Transmission Line

Consider a straight two-wire transmission line of finite length $\ell$, open circuited at both ends. Let it ife in the $z$-direction from $z=0$
to $z=\ell$, as shown in Fig. 10. The inductance, capacitance, resistance and conductance per unit length of the line are assumed constant. They are denoted respectively by $L^{\prime}, C^{\prime}, R^{\prime}$ and $G^{\prime}$.


Fig. 10. A finite two-wire transmission line and its equivalent circuit per section.

Let the line be excited by a transient distributed voltage source $v_{s}(z, t)$. Then the shunt voltage $v(z, t)$ and the series current $1(z, t)$ vary along the line according to the following pair of coupled partial differential equations in space and time

$$
\begin{align*}
& \frac{\partial v}{\partial z}+\left(L^{\prime} \frac{\partial}{\partial t}+R^{\prime}\right) i=v_{s} \\
& \frac{\partial i}{\partial z}+\left(C^{\prime} \frac{\partial}{\partial t}+G^{\prime}\right) v=0
\end{align*}
$$

In the complex-frequency domain these equations become

$$
\begin{align*}
& \frac{d V}{d z}+Z^{\prime} I=V_{s}  \tag{62}\\
& \frac{d I}{d z}+Y^{\prime} V=0
\end{align*}
$$

where $Z^{\prime}$ and $Y^{\prime}$ are respectively the series impedance and the shunt admittance per unit length given by

$$
\begin{equation*}
Z^{\prime}(s)=L^{\prime} s+R^{\prime}, \quad Y^{\prime}(s)=C^{\prime} s+G^{\prime} \tag{63}
\end{equation*}
$$

Eliminating $V$ from (62), one obtains a nonhomogeneous second-order ordinary differential equation for $I$

$$
\begin{equation*}
\left(\frac{d^{2}}{d z^{2}}+k^{2}\right) I=-Y^{\prime} v_{s} \tag{64}
\end{equation*}
$$

with

$$
\begin{equation*}
k^{2}(s)=-Y^{\prime}(s) Z^{\prime}(s) \equiv-\gamma^{2}(s) \tag{65}
\end{equation*}
$$

The open-circuited line has the following homogeneous boundary conditions

$$
\begin{equation*}
I(z=0)=I(z=\ell)=0 \tag{66}
\end{equation*}
$$

The solution of (64) satisfying (66) can be expressed as

$$
\begin{equation*}
I(z, s)=Y^{\prime}(s) \int_{0}^{\ell} G\left(z, z^{\prime}\right) V_{s}\left(z^{\prime}, s\right) d z^{\prime} \tag{67}
\end{equation*}
$$

where $G\left(z, z^{\prime}\right)$ is a Green's function determined by equation

$$
\begin{equation*}
\left(\frac{d^{2}}{d z^{2}}+k^{2}\right) G\left(z, z^{\prime}\right)=-\delta\left(z-z^{\prime}\right) \tag{68}
\end{equation*}
$$

and the boundary conditions

$$
\begin{equation*}
G\left(0, z^{\prime}\right)=G\left(l, z^{\prime}\right)=0 \tag{69}
\end{equation*}
$$

For the purpose of deriving a singularity expansion for $I$ from (67), it is convenient to expand the Green's function $G\left(z, z^{\prime}\right)$ in terms of the eigenfunctions $\psi_{n}(z)$ of the Hermitian operator $-d^{2} / d z^{2}$

$$
\begin{equation*}
-\frac{d^{2}}{d_{z}^{2}} \psi_{n}=k_{n}^{2} \psi_{n} \tag{70}
\end{equation*}
$$

The eigenfunctiong which vanish at the ends $z=0$ and $\ell$ are

$$
\begin{equation*}
\psi_{n}(z)-\sqrt{\frac{2}{l}} \sin \left(k_{n} z\right) \tag{71}
\end{equation*}
$$

with the eigenvalues

$$
\begin{equation*}
k_{n}=\frac{n \pi}{\ell} \quad n=1,2,3, \ldots \tag{72}
\end{equation*}
$$

These aigenfunctions are real and form a complete orthonormal set

$$
\begin{equation*}
\int_{0}^{l} \psi_{n}(z) \psi_{m}(z) d z=\delta_{n m} \tag{73}
\end{equation*}
$$

so that one can expand $G\left(z, z^{\prime}\right)$ as

$$
\begin{equation*}
G\left(z, z^{\prime}\right)=\sum_{n=1}^{\infty} a_{n} \psi_{n}(z) \tag{74}
\end{equation*}
$$

Substituting this expression in (68) and evaluating the coefficients $a_{n}$ one obtaing

$$
\begin{equation*}
G\left(z, z^{\prime}\right)=\sum_{n^{m}=1}^{\infty} \frac{\psi_{n}(z) \psi_{n}\left(z^{\prime}\right)}{k_{n}^{2}-k^{2}} \tag{75}
\end{equation*}
$$

Upon combining (67) and (75) the following explicit representation of the solution I of (64) results

$$
\begin{equation*}
I(z, s)=\sum_{n=1}^{\infty} \frac{Y^{\prime}(s) X_{n}(s)}{k_{n}^{2}-k^{2}(s)} \psi_{n}(z) \tag{76}
\end{equation*}
$$

with

$$
\begin{equation*}
X_{n}(s)=\int_{0}^{\ell} V_{s}\left(z^{\prime}, s\right) \psi_{n}\left(z^{\prime}\right) d z^{\prime} \tag{77}
\end{equation*}
$$

The singularity expansion of $I(z, s)$ is readily derived from (76). From (63) and (65) one first obtains the following partial-fraction decomposition

$$
\begin{equation*}
\frac{Y^{\prime}(s)}{k_{n}^{2}-k^{2}(s)}=\frac{1}{L^{\prime} C^{\prime}\left(s_{n+}-s_{n-}\right)}\left[\frac{Y^{\prime}\left(s_{n+}\right)}{s-s_{n+}}-\frac{Y^{\prime}\left(s_{n-}\right)}{s-s_{n}}\right] \tag{78}
\end{equation*}
$$

where $s_{n+}$ and $s_{n-}$ are the roots of the equation

$$
\begin{equation*}
k_{n}^{2}-k^{2}(s)=0 \tag{79}
\end{equation*}
$$

or, more explicitly,

$$
\begin{equation*}
s_{n \pm}=-\frac{1}{2}\left(\frac{R^{\prime}}{L^{\prime}}+\frac{G^{\prime}}{G^{\prime}}\right) \pm \frac{1}{2} \sqrt{\frac{4 n^{2} \pi^{2}}{\ell^{2} L^{\prime} C^{\prime}}-\left(\frac{R^{\prime}}{L^{\prime}}-\frac{G^{\prime}}{C^{\prime}}\right)^{2}} \tag{80}
\end{equation*}
$$

Eq. (78) shows that $I(z, s)$ has simple poles at $s=s_{n \pm}$ in the s-plane. These complex frequencies are precisely those at which the homogeneous part of (64), with $V_{s}=0$, has nontrivial solutions satisfying the boundary conditions (66). They are in fact the natural frequencies of the finite transmisaion line. The eigenfunctions $\psi_{n} \operatorname{in}(71)$ are the corresponding natural modes.

Besides the poles at the natural frequencies $s_{n \pm}, I(z, s)$ also contains the singularities of the factor $X_{n}(s)$ contributed by the source $V_{s}$. One can split up the singularity expansion of $I(z, s)$ into two parts

$$
\begin{equation*}
I(z, s)=I_{1}(z, s)+I_{2}(z, s) \tag{81}
\end{equation*}
$$

such that $I_{1}$ contains all the natural-frequency singularities, and $I_{2}$ all the source singularities. One finds that

$$
\begin{equation*}
I_{1}(z, s)=\sum_{n=1}^{\infty} \frac{\psi_{n}(z)}{L^{\prime} C^{\prime}\left(s_{n+}-s_{n-}\right)}\left[\frac{X_{n}\left(s_{n+}\right) Y^{\prime}\left(s_{n+}\right) X_{n}\left(s_{n-}\right) Y^{\prime}\left(s_{n-}\right)}{s-s_{n+}}-\frac{s-s_{n-}}{s}\right] \tag{82}
\end{equation*}
$$

and that

$$
\begin{align*}
I_{2}(z, s)= & \sum_{n=1}^{\infty} \frac{\psi_{n}(z)}{L^{\prime} C^{\prime}\left(s_{n+}-s_{n-}\right)}\left[\frac{\left\{X_{n}(s)-X_{n}\left(s_{n+}\right)\right\} Y^{\prime}\left(s_{n+}\right)}{s-s_{n+}}\right. \\
& \left.-\frac{\left\{X_{n}(s)-X_{n}\left(s_{n-}\right)\right\} Y^{\prime}\left(s_{n-}\right)}{s-s_{n-}}\right] \tag{83}
\end{align*}
$$

If the square root in (80) is real for all $n$, then one has $\varepsilon_{n-}=s_{n+}^{*}$ and (82) becomes

$$
\begin{equation*}
I_{1}(z, s)=\sum_{n=1}^{\infty}\left[\frac{R_{n}\left(z, s_{n+}\right)}{s-s_{n+}}+\frac{R_{n}^{*}\left(z, s_{n+}\right)}{s-s_{n+}^{*}}\right] \tag{84}
\end{equation*}
$$

with

$$
\begin{equation*}
R_{n}\left(z, s_{n+}\right)=\frac{X_{n}\left(s_{n+}\right) Y^{\prime}\left(s_{n+}\right)}{L^{\prime} C^{\prime}\left(s_{n+}-s_{n+}^{*}\right)} \psi_{n}(z) \tag{85}
\end{equation*}
$$

Use has been made of the relation

$$
\begin{equation*}
x_{n}\left(s_{n+}^{*}\right)=X_{n}^{*}\left(s_{n+}\right) \tag{86}
\end{equation*}
$$

following from the fact that the source function $v_{s}(z, t)$ is real. It is clear from (80) that the poles of $I_{1}(z, s)$ all lie along a straight line parallel to the imaginary axis as shown in Fig. Il. If the square root in (80) is imaginary for some $n$, then some of the poles lie on the negative real axis. Note that the two terms inside the square brackets in (84) should be summed together as a single unit. If they are summed individually, the individual infinite sums may diverge.

The current $Y_{2}(z, s)$ in (83) is analytic at the natural frequencies $s_{n \pm}$. Its singularities are due solely to the source $V_{s}$. Take, for definiteness, the source $v_{s}(z, t)$ in the form of a step function in time


Fig. 11. Complex-frequency-plane singularity pattern of a finite opencircuit transmission line. The pattern consists of an infinite array of simple poles parallel to the imaginary axis.

$$
v_{s}(z, t)= \begin{cases}0 & t<0  \tag{87}\\ g_{0}(z) & t>0\end{cases}
$$

Its Laplace transform is

$$
\begin{equation*}
v_{s}(z, s)=\frac{g_{0}(z)}{s} \tag{88}
\end{equation*}
$$

showing a simple pole at $s=0$. The function $X_{n}(s)$ becomes

$$
\begin{equation*}
X_{n}(s)=\frac{W_{n}}{s} \tag{89}
\end{equation*}
$$

with $W_{n}$ being real and given by

$$
\begin{equation*}
W_{n}=\int_{0}^{\ell} g_{0}\left(z^{\prime}\right) \psi_{n}\left(z^{\prime}\right) d z^{\prime} \tag{90}
\end{equation*}
$$

Substituting (89) in (83) one finds that

$$
\begin{equation*}
I_{2}(z, s)=-\frac{1}{s} \sum_{n=1}^{\infty} \frac{\psi_{n}(z) W_{n}}{L^{\prime} C^{\prime}\left(s_{n+}-s_{n-}\right)}\left[\frac{x^{\prime}\left(s_{n+}\right)}{s_{n+}}-\frac{Y^{\prime}\left(s_{n-}\right)}{s_{n-}}\right] \tag{91}
\end{equation*}
$$

showing the same simple pole at $s=0$ us $V_{s}$.

### 1.4.2.2.2 Infinite Transmission Line

Suppose now the transmistion line in the above example becomes of infinite length. Its behavior ie still governed by (61), but its range Is extended to the infinite interval $-\infty<2<\infty$. Then (64) can be solved by using the Fourier integral. The solution is

$$
\begin{equation*}
I(z, s)=\int_{-\infty}^{\infty} \frac{Y^{\prime}(s) X_{p}(s)}{p^{2}-k^{2}(s)} \psi_{p}(z) d p \tag{92}
\end{equation*}
$$

where now

$$
\begin{gather*}
\psi_{p}(z)=\frac{1_{1}}{\sqrt{2 \pi}} e^{-j p z}  \tag{93}\\
X_{p}(s)=\int_{-\infty}^{\infty} V_{s}\left(z^{\prime}, s\right) \psi_{p}^{*}\left(z^{\prime}\right) d z^{\prime} \tag{94}
\end{gather*}
$$

Eq. (92) is obviously a generalization of (76). In place of the infinitesum representation in (76) for the current in the finite transmission ifne, one has here an infinite-integral representation when the length of the transmission line grows to infinity.

The s-plane singularities of $I(z, s)$ are a sum of those of the integrand in (92). As a function of $s$, the integrand has singularities at the zeros of the denominator $p^{2}-k^{2}(s)$, in addition to whatever singularities the source factor $X_{p}(s)$ may contain. One has

$$
\begin{equation*}
p^{2}-k^{2}(s)=L^{\prime} C^{\prime}\left(s-s_{p+}\right)\left(s-s_{p-}\right) \tag{95}
\end{equation*}
$$

with

$$
\begin{equation*}
s_{p \pm}=-\frac{1}{2}\left(\frac{R^{\prime}}{L^{\prime}}+\frac{G^{\prime}}{C^{\prime}}\right) \pm \frac{1}{2} \sqrt{\frac{4 p^{2}}{L^{\prime} C^{\prime}}-\left(\frac{R^{\prime}}{L^{\prime}}-\frac{G^{\prime}}{C^{\prime}}\right)^{2}} \tag{96}
\end{equation*}
$$

Thus the intrgrand has two simple poles at $s=s_{p+}$ and $s_{p-}$. The locations of the poles depend on the continuous integration variable $p$, instead of on an integer $n$ in (80) for the finite line. Under integration, $p$ varies continuously from $-\infty$ to $\infty$. These poles then trace out a branch cut in the s-plane for $I(z, s)$, as shcwn in Fig. 12. The branch cut has an


Fig. 12. s-plane singularity pattern of an infinite transmission line. The pattern consists of branch cuts.
infinite portion parallel to the imaginary axis, as well as a finite portion along the real axis. The latter portion is due to those values of $p$ for which the square root in (96) is purely imaginary.

The existence of the branch cut for the infinite transmission line may well be deduced by letting the langth $\&$ of the finite line tend to $\infty$
in (80). In this limit the poles of the finite line in the s-plane become densely crowded together. At infinite $\ell$, the pole array merges into a continuum and forms a branch cut.

The appearance of the branch cut for the infinite line is also to be expected from general considerations. There is a one-to-one correspondence between the s-plane singularities and the natural frequencies of a physical system. The poles correspond to a discrete natural-frequency spectrum, while a branch cut corresponds to a continuous spectrum. It is well known that a finite transmission line has a discrete spectrum, i.e., only at a discrete set of frequencies can excitations be produced along the line which satisfy the boundary conditions at the two ends of the line. By contrast, an infinite line has a continuous spectrum. At each and every frequency, excitations can propagate freely aiong the line; and the homogeneous transmission-line equations have nontrivial solutions at all frequencies.

The singularity expansion for the transmission-ine voltage $V(z, s)$ can be derived from that for the current $I(z, s)$ by using (62).

### 1.4.2.3 s-Plane Singularities in Scattering Analysis

Of greater complexity than the transmission-Ine problem is the problem of transient electromagnetic scattering from a conductor. This scattering problen is central to the external interaction of an aircraft with an EMP. The response of the conductor to the incident electromagnetic translent is in the form of an induced surface current density. Just as for the current along a transmission line, this surface current density can be characterized by singularities in the complex frequency plane. These singularities are closely related to the properties of the conductor and the incident wave. Each singularity belonging to the conductor corresponds to the frequency of a certain natural mode of the conductor. The response in the frequency domain can be expanded in terms of these singularities. In the following the singularity expansion of the induced surface current density is derived and examined for an exactly soluble scattering problem.

Consider the scattering of an arbitrary incident electromagnetic wave by a parfectly conducting sphere of radius a and centered at the coordinate origin, as shown in Fig. 13. It is well knows that this problem can be solved exactly by the method of separation of variables.


Fig. 13. Scattering of an arbitrary electromagnetic wave by a perfectly conducting sphere centered at the coordinate origin.

In the frequency domain the Maxwell equations in free space outside the sphere read

$$
\begin{array}{ll}
\nabla \cdot \vec{E}(\vec{r}, s)=0, & \nabla \times \vec{E}(\vec{r}, s)=-s \mu_{0} \vec{H}(\vec{r}, s)  \tag{97}\\
\nabla \cdot \vec{H}(\vec{r}, s)=0, & \nabla \times \vec{H}(\vec{r}, s)=s \varepsilon_{0} \vec{E}(\vec{r}, s)
\end{array}
$$

The fields $\vec{E}$ and $\vec{H}$ can be derived from a pair of scalar Debye potentials U and V

$$
\begin{align*}
& \vec{E}=-\nabla \times(j k \vec{r} U+\vec{r} \times \nabla V)  \tag{98}\\
& Z_{0} \vec{H}=-\nabla \times(\vec{r} \times \nabla U-j k \vec{r} V)
\end{align*}
$$

where

$$
\begin{equation*}
k=-j s / c \equiv-j \gamma \tag{99}
\end{equation*}
$$

The Debye potentials are both solutions of the Helmholtz equation

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) U=0, \quad\left(\nabla^{2}+k^{2}\right) V=0 \tag{100}
\end{equation*}
$$

$U$ generates a $T E$ wave and $V$ a $T M$ wave relative to the r-irection. They can be split up into an incident part and a scattered part

$$
\begin{equation*}
U=U^{i}+U^{s}, \quad V=v^{1}+v^{s} \tag{101}
\end{equation*}
$$

The incident Debye potentials can be derived from the given flelds of the incident wave. They have the following general expansions in terms of the spherical wave functions

$$
\begin{align*}
& U^{i}(\vec{r}, s)=\sum_{\ell=1}^{\infty} \sum_{m=-\ell}^{\ell} A_{\ell m}(s) j_{\ell}(k r) Y_{\ell m}(\theta, \phi)  \tag{102}\\
& V^{1}(\vec{r}, s)=\sum_{\ell=1}^{\infty} \sum_{m=-\ell}^{\ell} B_{\ell m}(s) j_{\ell}(k r) Y_{\ell m}(\theta, \phi)
\end{align*}
$$

where $f_{\ell}$ is a spherical Bessel function and $Y_{\ell m}$ a spherical harmonic. The latter is defined by

$$
\begin{equation*}
Y_{\ell m}(\theta, \phi)=\sqrt{\frac{2 \ell+1}{4 \pi} \frac{(\ell-m)!}{(l+m)!}} P_{\ell}^{m}(\cos \theta) e^{j m \phi} \tag{103}
\end{equation*}
$$

with $\mathrm{F}_{\ell}^{\mathrm{m}}$ denoting an associated Legendre function. $\mathrm{Y}_{\ell \mathrm{m}}$ satisfies the orthonormality relation

$$
\begin{equation*}
\int_{0}^{2 \pi} \mathrm{~d} \phi \int_{0}^{\pi} \mathrm{d} \theta \sin \theta \mathrm{Y}_{\ell m}^{*}(\theta, \phi) Y_{\ell \mathrm{l}^{\prime} \mathrm{m}^{\prime}}(\theta, \phi)=\delta_{\ell \ell}, \delta_{\operatorname{man}}, \tag{104}
\end{equation*}
$$

Note that in (102) the term $\ell=0$ is absent since it does not give rise to any fields.

The scattered Debye potentials are calculated by imposing the following boundary conditions at the surface of the sphere $r=a$

$$
\begin{equation*}
u^{i}+U^{s}=0, \quad \frac{\partial}{\partial r}\left(r V^{i}+r V^{s}\right)=0 \tag{105}
\end{equation*}
$$

The results are

$$
\begin{align*}
& v^{s}(\vec{r}, s)=-\sum_{\ell=1}^{\infty} \sum_{m=-\ell}^{\ell} A_{\ell m}(s) \frac{j_{\ell}(k a)}{h_{\ell}^{(2)}(k a)} h_{\ell}^{(2)}(k r) Y_{\ell m}(\theta, \phi)  \tag{106}\\
& v^{s}(\vec{r}, s)=-\sum_{\ell=1}^{\infty} \sum_{m=-\ell}^{\ell} B_{\ell m}(s) \frac{\psi_{l}^{\prime}(k a)}{\zeta_{\ell}^{\prime}(k a)} h_{\ell}^{(2)}(k r) Y_{\ell m}(\theta, \phi)
\end{align*}
$$

where $h_{\ell}^{(2)}$ is a spherical Hankel function of the second kind, and

$$
\begin{equation*}
\psi_{\ell}(k a)=k a f_{\ell}(k a), \quad \zeta_{\ell}(k a)=k a h_{\ell}^{(2)}(k a) \tag{107}
\end{equation*}
$$

The prine on $\psi_{l}$ and $\zeta_{l}$ in (106) denotes differentiation with respect to the argument.

The surface current density $\vec{J}$ induced on the sphere is related to the total magnetic field by

$$
\begin{equation*}
\vec{J}=\vec{I}_{x} \times\left(\vec{H}^{i}+\vec{H}^{5}\right) \tag{108}
\end{equation*}
$$

From the Debye potentials calculated above one obtains after some algebra

$$
\begin{align*}
J_{\theta}(\theta, \phi, s)= & \frac{1}{a Z_{0}} \sum_{\ell=1}^{\infty} \sum_{m=-\ell}^{\ell}\left[A_{\ell m}(s) \frac{-j}{\zeta_{\ell}(k a)} \frac{1}{\sin \theta} \frac{\partial}{\partial \phi} Y_{\ell m}(\theta, \phi)\right. \\
& \left.+B_{\ell m}(s) \frac{1}{\zeta_{\ell}^{\prime}(k a)} \frac{\partial}{\partial \theta} Y_{\ell m}(\theta, \phi)\right]  \tag{109}\\
J_{\phi}(\theta, \phi, s)= & \frac{1}{a Z_{o}} \sum_{\ell=1}^{\infty} \sum_{m=-\ell}^{\ell}\left[A_{\ell m}(s) \frac{j}{\zeta_{\ell}(k a)} \frac{\partial}{\partial \theta} Y_{\ell m}(\theta, \phi)\right. \\
& \left.+B_{\ell m}(s) \frac{1}{\zeta_{\ell}^{\prime}(k a)} \frac{1}{\sin \theta} \frac{\partial}{\partial \phi} Y_{\ell m}(\theta, \phi)\right] \tag{110}
\end{align*}
$$

Eqs.(109) and (110) show that the s-plane singularities of both components of the induced surface current density $\vec{J}$ are contained in the two types of factors $A_{\ell m} / \zeta_{\ell}$ and $B_{\ell m} / \zeta_{\ell}^{\prime}$. The first factor originates from a TE mode, and the second from a TM mode. The singularities contributed by $A_{\ell m}$ and $B_{\ell m}$ are all due to the incident wave. Those contributed by $1 / \zeta_{\ell}$ and $1 / \zeta_{\ell}^{\prime}$ correspond to the natural frequencies of the conducting sphere. By (99) and (107) and the definition of the spherical Hankel function, one has

$$
\begin{align*}
& \frac{1}{\zeta_{\ell}(k a)}=\frac{s^{\ell} e^{s a / c}}{\text { (polynomial of degree } \ell \text { in } s)}  \tag{111}\\
& \frac{1}{\zeta_{\ell}^{\prime}(k a)}=\frac{s^{\ell+1} e^{s a / c}}{(\text { polynomial of degree } \ell+1 \text { in } s)} \tag{112}
\end{align*}
$$

Consequently $1 / \zeta_{\ell}$ has $\ell$ simple poles, and $1 / \zeta_{\ell}^{\prime}$ has $\ell+1$ simple poles, in the finite s-plane. They both have an essential singularity at infinity, but tend to zero exponentially as $s \rightarrow \infty$ in the left half-plane.

Eqs. (109) and (110) display one feature nf singularity expansion that is not found in the transmission-1ine analysis, namely, the appearance of degeneracy. By degeneracy is meant that several distinct natural modes all correspond to the same natural frequency. Each natural mode function of the surface current density on the sphere depends on the two integers $\ell$ and $m$, whereas each natural frequency depends on $\ell$ but not on $m$. The consequence is that each natural frequency is ( $2 \ell+1$ )-fold degenerate. On the other hand, it is also true that to each natural mode function there correspond several natural frequencles. Each mode function is multiplled into $1 / \zeta_{\ell}$ or $1 / \zeta_{\ell}^{\prime}$, which contains more than one natural frequency pole.

In principle, it is possible to perform a partial-fraction decomposition of $1 / \zeta_{\ell}$ and $1 / \zeta_{\ell}^{\prime}$ in terms of their poles, and hence obtain the explicit singularity expansions for $J_{\theta}$ and $J_{\phi}$ from (109) and (110). However, a general analytical formula for the pole location does not
exist. The poles must be located by numerical computation, as is done in [29]. Fig. 14 shows a plot of some of the natural-frequency poles of a conducting sphere, using the results of [29]. One gets the idea that these poles actually blanket the entire left haif-plane, unlike in the case of the finite transmission line. Note also the symmetry of the pole distribution with respect to the real axis.


Fig. 14. Natural-frequency poles of a perfectly conducting sphere of radius a. A cross ( $x$ ) denotes a TM mode, while a heavy dot $(\cdot)$ denotes a TE mode.

The induced surface current density on a conducting spherical ocatterer is therefore a meromorphic function of the complex frequency s. It has been shown that this conclusion is actually true for all finite-sized conducting scatterers [30]. This result can perhaps be
understood by observing that a finite-sized scatterer is topologically equivalent to a sphere. If a sphere is gradually deformed into the shape of another scatterer, its natural frequencies are expected to change continuously and the corresponding poles are shifted around over the $s$-plane. It is observed that when a sphere is elongated to form a prolate spheroid, its line of poles closest to the fmaginary axis moves even closer toward the imaginary axjs, while the other poles move progressively farther away from it [31]. Thus, a very slender prolate spheroid must exhibit a singularity pattern consisting of an infinite linear arrsy of poles close to the imaginary axis, which reminds one of the pole pattern of a finite transmission line, and an infinite cluster of poles far away in the left half-plane.

### 1.4.2.4 Expansion Parameters for Simple Natural-Frequency Poles

The exact solutions of simple electromagnetic problems are extremely valuable in providing insight into the intricate workings of singularity expansion. In practice, however, exact solutions are notoriously hard to come by. More often than not, one has to make do with approximate solutions. One can try to expand the frequency-domain response of a physical system in terms of only a partial set of the natural-frequency singularities. This subset is to be so chosen that the truncated singularity expansion still offers a good approximation to the exact expansion under the circumstances of interest. For this endeavor it is desirable to have at one's disposal a general prescription for calculating directly the singularity expansion parameters.

Practical physical aystems all have finite geometrical dimensions. The exact solutions worked out above lead one to belleve that the natural-frequency singularities of finite bodies consist only of sinple poles in the finite s-plane. A simple pole is characterized completely by its location and residue. These two quantities can be calculated from the equations describing the frequency-domain response of the physical system.

The frequency-domain response of a linear electromagnetic system to an applied excitation can be described in the concise language of
abstract vector space. In this description the response and the excitation are represented by vectors $f(s)$ and $g(s)$, respectively, with $s$ denoting the complex irequency. These vectors are related by a linear operator, or matrix, $L(s)$ characterizing the system

$$
\begin{equation*}
L(s) f(s)=g(s) \tag{113}
\end{equation*}
$$

For a lumped network circuit, $\mathrm{L}(\mathrm{s})$ is a multiplicative function. For a transmission line, $L(s)$ is a differential operator. In scattering problems, $L(s)$ usually appears as an integral operator.

In general, $L(s)$ has a set of eigenvectors $\nu_{\alpha}$ with corresponding eigenvalues $\dot{a}_{\alpha}$. They are determined from the nontrivial solutions of the homogeneous equation

$$
\begin{equation*}
L\left(s_{\alpha}\right) v_{\alpha}=0 \tag{114}
\end{equation*}
$$

The eigenvalues $s_{\alpha}$ are the natural frequencies of the system and the efgenvectors $\nu_{\alpha}$ represent the natural modes. As $L(s)$ is in general not Hermitian, the eigenvalues $s_{\alpha}$ are in general complex. The real part of $s_{\alpha}$ describes the decay of the natural mode due to radiation or ohmic losses.

One next introduces the transpose $L^{T}$ of $L$ obtained by interchanging the two matrix indices of $L$

$$
\begin{equation*}
\left(L^{T}\right)_{m n}=(L)_{n m} \tag{115}
\end{equation*}
$$

$L^{T}$ has its own get of eigenvalues and eigenvectors. Its eigenvalues turn out to be identical to those of $L$. They likewise consist of the set $s_{\alpha}$. The eigenvector corresponding to the eigenvalue $s_{\alpha}$ will be denoted by $\mu_{\alpha}$, so that

$$
\begin{equation*}
L^{T}\left(s_{\alpha}\right) \mu_{\alpha}=0 \tag{116}
\end{equation*}
$$

as compared to (114). The eigenvector $\mu_{\alpha}$ lies in a vector space dual to that of $\nu_{\alpha}$. A scalar product between two vectors $\psi$ and $x$ belonging to two mutually-dual vector spaces can be defined as

$$
\begin{equation*}
\langle\psi, x\rangle=\int \psi(x) x(x) d x \tag{117}
\end{equation*}
$$

where the integration extends over the eatire domain of definition of the eigenvectors, and $x$ symbolically represents a general point of the domain.

Suppose the eigenvalue spectrum of $L$ is discrete. Then the response $f(s)$ has a simple pole at every natural frequency $s_{\alpha}$. Furthermore, suppose $s_{\alpha}$ is not degenerate, so that it corresponds to one and only one natural mode $\nu_{C}$. Then, when the frequency $s$ is very close to $s_{\alpha}$, the response $f(s)$ is predominantly in the resonant mode $\nu_{\alpha}$. One can therefore put

$$
\begin{equation*}
f(s) \simeq C_{\alpha}(s) \nu_{\alpha} \quad \text { for } s \simeq s_{\alpha} \tag{118}
\end{equation*}
$$

where $C_{\alpha}$ is a function of $s$. To evaluate $C_{\alpha}$ one substitutes (118) into (113), and takes the scalar product of the resulting expression with the dual eigenvector $\mu_{\alpha}$. The outcome is

$$
\begin{equation*}
c_{\alpha}=\frac{\left\langle\mu_{\alpha}, g(s)\right\rangle}{\left\langle\mu_{\alpha}, L(s) \nu_{\alpha}\right\rangle} \tag{119}
\end{equation*}
$$

For $s \simeq s_{\alpha}$, one can make the following approximation

$$
\begin{equation*}
L(s)=L\left(s_{\alpha}\right)+\left(s-s_{\alpha}\right) L^{\prime}\left(s_{\alpha}\right) \tag{120}
\end{equation*}
$$

where the prime on $L$ denotes differentiation with respect to $s$. Substituting (120) into (119) and making use of (114), one obtains

$$
\begin{equation*}
c_{\alpha}=\frac{\left\langle\mu_{\alpha}, g\left(s_{\alpha}\right)\right\rangle}{\left(s-s_{\alpha}\right)\left\langle\mu_{\alpha}, L^{\prime}\left(s_{\alpha}\right) \nu_{\alpha}\right\rangle} \tag{121}
\end{equation*}
$$

where $g(s)$ has been replaced by its value $g\left(s_{\alpha}\right)$ at the pole. Eqs.(118) and (121) show that in the immediate neighborhood of the gimple naturalfrequency pole $s=s_{\alpha}$, the response $f(s)$ has the form

$$
\begin{equation*}
f(s) \propto \frac{\eta_{\alpha} \nu_{\alpha}}{s-s_{\alpha}} \tag{122}
\end{equation*}
$$

where $n_{\alpha}$ is a coupling coefficient defined by

$$
\begin{equation*}
\eta_{\alpha}=\frac{\left\langle\mu_{\alpha}, g\left(s_{\alpha}\right)\right\rangle}{\left\langle\mu_{\alpha}, L^{\prime}\left(s_{\alpha}\right) \nu_{\alpha}\right\rangle} \tag{123}
\end{equation*}
$$

If, on the other hand, the natural frequency ${ }_{\alpha}{ }_{\alpha}$ is degenerate, the above calculation must be modified. Suppose $s_{\alpha}$ corresponds to $n$ natural modes $v_{1}, v_{2}, \ldots v_{n}$. Then, by definition

$$
\begin{equation*}
L\left(s_{\alpha}\right) v_{i}=0, \quad 1=1,2, \ldots n \tag{1.24}
\end{equation*}
$$

Similarly, the transpose operator $L^{T}$ of $L$ has an $n$-fold degenerate natural frequency $s_{\alpha}$ with corresponding natural modes $\mu_{1}, \mu_{2}, \ldots \mu_{n}$, so that

$$
\begin{equation*}
L^{T}\left(s_{\alpha}\right) \mu_{i}=0, \quad 1=1,2, \ldots n \tag{125}
\end{equation*}
$$

When the frequency $s$ is very close to $s_{\alpha}$, the system response $f(s)$ will be predominantly distributed among the $n$ degenerate resonant modes. One can put

$$
\begin{equation*}
f(s) \approx \sum_{i=1}^{n} C_{i}(s) v_{i}, \quad \text { for } s \approx s_{\alpha} \tag{126}
\end{equation*}
$$

where each $C_{i}$ is a function of $s$. Substituting (126) into (113) and taking scalar products successively with $\mu_{1}, \mu_{2}, \ldots \mu_{n}$, one obtains the following set of $n$ linear equations

$$
\begin{equation*}
\sum_{j=1}^{n} c_{j}\left\langle\mu_{i}, L(s) v_{j}\right\rangle=\left\langle\mu_{i}, g(s)\right\rangle, \quad 1=1,2, \ldots n \tag{127}
\end{equation*}
$$

The solution of (127) becomes particularly simple if one chooses in advance the degenerate natural modes $\mu_{1}$ and $v_{j}$ in such a way that the operator $L^{\prime}\left(s_{\alpha}\right)$ is diagonal, that is,

$$
\begin{equation*}
\left\langle\mu_{i}, L^{\prime}\left(s_{\alpha}\right) \nu_{j}\right\rangle=\left\langle\mu_{i}, L^{\prime}\left(s_{\alpha}\right) v_{i}\right\rangle \delta_{i j} \tag{128}
\end{equation*}
$$

Then, by (120), (124) and (128) one has

$$
\begin{equation*}
\left\langle\mu_{i}, L(s) \nu_{f}\right\rangle \propto\left(s-s_{\alpha}\right)\left\langle\mu_{i}, L^{\prime}\left(s_{\alpha}\right) \nu_{i}\right\rangle \delta_{1 j} \tag{129}
\end{equation*}
$$

The solution of (127) becomes

$$
\begin{equation*}
C_{i}=\frac{\left\langle\mu_{i}, g\left(s_{\alpha}\right)\right\rangle}{\left(s-s_{\alpha}\right)\left\langle\mu_{i}, L^{\prime}\left(s_{\alpha}\right) \nu_{i}\right\rangle} \tag{130}
\end{equation*}
$$

where $g(s)$ has been replaced by $g\left(s_{\alpha}\right)$.
Therefore, when $s$ is close to the $n$-fold degenerate natural frequency $s_{\alpha}$, the response $f(s)$ has the form

$$
\begin{equation*}
f(s)=\frac{1}{s-s_{\alpha}} \sum_{i=1}^{n} \eta_{i} \nu_{i} \tag{131}
\end{equation*}
$$

where the coupling coefficients $\eta_{1}$ are

$$
\begin{equation*}
\eta_{i}=\frac{\left\langle\mu_{1}, g\left(s_{\alpha}\right)\right\rangle}{\left\langle\mu_{i}, L^{\prime}\left(s_{\alpha}\right) v_{i}\right\rangle} \tag{132}
\end{equation*}
$$

and the degenerate natural modes have been chosen to make the operator $L^{\prime}\left(s_{\alpha}\right)$ diagonal.

Examples of the application of the formulas for simple-pole singularity expansion parameters can be found in $[32,33]$.

### 1.4.2.5 Numerical Approach

The frequency-domain response of an electromagnetic system to an applied excitation can be described by a linear equation of the general form (113). The response is determined by constructing the inverse $L^{-1}$ of $L$, so that the solution of (113) is

$$
\begin{equation*}
f(s)=L^{-1}(s) g(s) \tag{133}
\end{equation*}
$$

It is clear that $f(s)$ has singularities at those values $s_{\alpha}$ of $s$ that are eigenvalues of the operator $L$ [see (114)]. When the inverse operator $L^{-1}$ is expressed in terms of the eigenvalues and the eigenvectors of $L$, (133) becomes a singularity expansion of $f(s)$.

In most prastical problems, it will not be possible to determine the inverse operator $L^{-1}$ analytically. Approximate numerical techniques will have to be employed. In general, in a numerical approach, $f(s)$ and $g(s)$ in (113) are approximated by finite-dimensional vectors. One such approach is the so-called method of moments [34] in which a set of expansion basis functions $\left\{v_{n}\right\}$ is introduced. The unknown function $f(\vec{r}, s)$ is then approximated by

$$
\begin{equation*}
f(\vec{r}, s)=\sum_{n=1}^{M} f_{n}(s) v_{n}(\vec{r}) \tag{134}
\end{equation*}
$$

Substituting (134) in (113) one obtains

$$
\begin{equation*}
\sum_{n=1}^{M} f_{n}(s) L(\vec{r}, s) v_{n}(\vec{r})=g(\vec{r}, s) \tag{135}
\end{equation*}
$$

Next, a set of testing functions $\left\{u_{m}\right\}$ is defined and the scalar product of (135) with each $u_{m}$ is taken according to (117). Then

$$
\begin{equation*}
\sum_{n=1}^{M} f_{n}(s)\left\langle u_{m}, L(s) v_{n}\right\rangle=\left\langle u_{m}, g(s)\right\rangle, \quad m=1,2, \ldots N \tag{136}
\end{equation*}
$$

Under this scheme, $L$ becomes a finite-dimensional square matrix whose elements are functions of $s$. Its inverse $L^{-1}$ can be constructed by
standard methods of matrix inversion. The natural frequencies $s_{\alpha}$ are solutions of the equation

$$
\begin{equation*}
\operatorname{det}\left\langle u_{m}, L(s) v_{n}\right\rangle=0 \tag{137}
\end{equation*}
$$

and can be calculated numerically by iteration. The corresponding natural modes $\nu_{\alpha}$ and their duals $\mu_{\alpha}$ are then determined by (114) and (116). Knowing both the natural frequencies and the natural modes, one can calculate the coupling coefficients from (123) and obtain thereby the singularity expansion of $f(s)$.

Examples of numerical approaches to SEM can be found in [31,35]. For a comprehensive literature survey on SEM, the reader may consult [26].

### 1.4.3 HIGH FREQUENCY, EARLY-TIME REGION


#### Abstract

At high frequencies, the electromagnetic fields away from source regions (whether actual, as on an antenna, or induced, as on a passive scatterer) can be approximated by equations that are simpler than the Maxwell vector field equations. The simplification arises from the fact that in the far zone of source distributions, the evanescent storage field can be neglected. The simplified equations are based on the assumption that $k a \gg 1$, where $k=2 \pi / \lambda$ (with $\lambda$ representing the wavelength) is the wavenumber in the medium and a is a scale length describing characteristic observation distances, obstacle dimensions or medium inhomogeneities. The precise nature of a depends on the problem under consideration, and it is therefore convenient in the mathematical treatment to regard $k$ by itself as the large parameter, keeping in mind that normalization in the combined form ka is intended eventually. This section will treat the high-frequency approximation methods based on the assumption that ka >> 1 .


### 1.4.3.1 Ray Method

The simplified equations resulting from ka >> 1 are found to characterize the high-frequency field in terms of local propagation
phenomena involving propagation paths called rays. Thus, the field from an initial reference surface $A$ to an observation point $P$ can be tracked along a ray that passes through $P$ and originates at point $P^{\prime}$ on $A$. The field at $P$ is affected only by the initial field values in the vicinity of $P^{\prime}$ and by the medium properties in the vicinity of the ray. It is possible that several rays pass through $P$, either because of the nature of the field distribution on A or because the presence of obstacles or scatterers gives rise to other local fields (Fig. 15). In that event,


Fig. 15. Scattering by a composite obstacle with surface contour A'. Various ray species have been identified by numbers explained in the text. The following are initial surfaces: A for incident rays, $A^{\prime}$ for reflected rays, $A_{d}^{\prime}$ for tip diffracted rays, and $A_{s}^{\prime}$ for surface (creeping) rays.
the total field at P is synthesized by the sum of the fields reaching $P$ along the various rays. The localization arises from the fact that high-frequency source distributions generate a spectrum of plane waves that interfere constructively along certain preferred directions, the rays, and thereby give rise to a strong field; along other directions that deviate from the rays, these waves interfere destructively and cause weak effects that can be ignored [36-38].

Along the ray trajectorles, the constructively interfering plane waves can be characterized as a local plane wave. The local plane wave concept is central to the tracking of high-frequency fields. To understand what is involved, we consider the distinction between true and local plane waves. A true plane wave in a homogeneous medium has a plane phase front (equiphase surface) $A(\vec{r})=A_{0}$ (constant) and an amplitude $u(\vec{r})=u_{0}$ (constant), where $\vec{r}$ is the position vector. The field propagates in the direction perpendicular to the phase front. These perpendicular trajectories, along which the phase front advances, point in the direction of $\left.\nabla A(\vec{r})\right|_{A=A_{0}}$ and are the rays. For an observation point $P$ along a ray, the field differs from that at $P^{\prime}$ on the initial surface $A_{o}$ only by the phase change $\exp (-j k d)$, where $d$ is the distance between $P^{\prime}$ and $P$ (Fig. 16), A local plane wave describes a field


Fig. 16. True plane wave.
characterized by non-planar phase fronts. The simplest example is that of a spherical wave. Ignoring the vectorial properties, the scalar field in the far zone is given by

$$
\begin{equation*}
u(\vec{r}) \sim c \frac{e^{-j k r}}{k r} \tag{138}
\end{equation*}
$$

where $C$ is a constant. If $r=r_{0}$ denotes the initial wave front, then the rays point in the direction $\left.\nabla r\right|_{r=r_{0}}=\vec{I}_{r}$, where $I_{r}$ is a radial unit vector. The field at $P$ along the ray originating at $P^{\prime}$ differs from the field at $P^{\prime}$ not only by the phase change $\exp (-j k d)$ as in a crue plane wave, but also by the amplitude change $r_{0} /\left(r-r_{0}\right)$. This amplitude change identifies the field along the ray as a local plane wave field which is synthesized by constructive interference of a bundle or packet of true plane waves whose propagation directions are close to $\mathbf{I}_{\mathbf{r}}$ (Fig. 17a)

Since energy in the high-frequency field, as carried by the local plane waves, flows along the direction of the rays, energy is conserved in a tube of rays. Thus, the energy density is inversely proportional to the ray tube cross section dA. The field amplitude is proportional to the square root of the energy density and therefore varies inversely with $\sqrt{d A}$. For the spherical wavefront in Fig. 17a, the ray tube is conical and the cross section varies as $r^{2}$; the amplitude therefore decreases as $1 / r$ as in (138). When the wavefront has a more general shape as in Fig. 17b, the ray tube cross section dA may have two principal radii of curvature $R_{1}$ and $R_{2}$ each centered on a surface called a caustic.

The preceding considerations lead to the following formulation of the local plane wave field carried along a ray [37]

$$
\begin{equation*}
u(\vec{r}) \sim u_{A}\left(\frac{d A_{A}}{d A}\right)^{1 / 2} e^{-j k d}, \frac{d A_{A}}{d A}=\frac{R_{1} R_{2}}{\left(R_{1}+d\right)\left(R_{2}+d\right)} \tag{139}
\end{equation*}
$$

where $u_{A}$ is the initial field at $P^{\prime}$ on $A$ (Fig. 17 b ), $\mathrm{dA}_{A}$ is the initial ray tube cross section, and $d$ is the distance from $P^{\prime}$ to $P$. The expression for $\mathrm{dA}_{\mathrm{A}} / \mathrm{dA}$ in terms of $\mathrm{R}_{1}$ and $\mathrm{R}_{2}$ is inferved from Figs. $17 \mathrm{~b}, \mathrm{c}$.

(c) Ray tube cross sections $d A_{A}$ and $d A$ for arbitrary phase front. The principal coordinate directions are shown dashed. The principal radii of curvature $R_{1}$ and $R_{2}$ are centered at the virtual foci $0_{1}$ and $O_{2}$, respectively, from which emanate the rays passing through the points ( $P_{1}, P_{1}^{\prime}$ ) and ( $P_{2}, P_{2}^{\prime}$ ). These rays are tangent to caustic surfaces $C_{1}$ and $C_{2}$ whereon lie the virtual foci descriptive of ray tubes cut out elsewhere on the phase front. The curves $\bar{C}_{1}$ and $\bar{C}_{2}$ on the caustic surfaces correspond to rays passing through extensions of the principal coordinate curves $P_{1} P_{1}^{\prime}$ and $P_{2} P_{2}^{\prime}$.

Fig. 17. Local plane waves, rays and ray"tubes.

The local plane wave field along a ray can be calculated by (139) from a knowledge of the initial field value and the ray geometry. The initial field value must be determined indepencentiy by solution of canonical problems. In the canonical problem, the incident local plane wave field may be replaced by a true plane wave field, and the obstacle configuration by a simpler geometry that nevertheless retains the correct local scattering properties. For the incident field in Fig. 15 the initial values on $A$ can be calculated from the known source distribution. The reflected field is caused by the incident rays (ray 2 in Fig. 15) reflected ar the obstacle surface. The reflection laws for local plane waves on a curved surface are the same as for true plane waves on an infinite plane surface tangent to the curved surface at the point of impact of the incident ray (canonical problem). Thus, the incident and reflection angles $\theta_{i}$ are equal. The initial value of the reflected field at $P_{5}$ is given by the incident field at $P_{5}$ multiplied by the plane wave reflection coefficient $\Gamma\left(\theta_{i}\right)$ descriptive of the reflecting properties of the boundary surface. The amplitude variation along ray 5 , as determined by the ray tube cross section $\mathrm{dA}_{\mathrm{A}}$, involves the surface curvature at $P_{5}$, the curvature parameters for the incident wavefront, and the angle coordinates $X$ and $X_{i}$ specifying the directions of the reflected and incident rays. Therefore, the reflected contribution to the field at $P$ is given by (see ray 5 in Fig. 15)

$$
\begin{equation*}
u_{5} \sim u_{2} \Gamma\left(\theta_{1}\right) M(5,2) e^{-j k d_{5}}, \quad u_{2} \sim u_{A 2} \frac{e^{-j k d_{2}}}{k d_{2}} \tag{140}
\end{equation*}
$$

where $u_{A 2}$ is the initial field for ray 2 on surface A. To simplify the notation here and subsequently, we have written

$$
\begin{equation*}
\left(d A_{A 5} / d A\right)^{1 / 2} \equiv M\left(x_{5}, X_{2}\right)=M(5,2) \tag{141}
\end{equation*}
$$

The incident local plane wave field along ray 3 striking the conical tip of the obstacle in Fig. 15 excites a spherical wave front and therefore a family of rays centered at the tip. The canonical problem for the
tip diffracted field is that of a plane wave incident on an infinite conical obstacle. That solution provides the diffraction coefficient $D^{v}\left(x, x_{i}\right)$, by which the incident ray field is modified upon emerging from the conical tip.* Here, $X$ and $X_{i}$ denote, respectively, the angle coordinates specifying the directions of the diffracted and incident rays. Thus, the contribution at $P$ due to the local plane wave along ray 6 is

$$
\begin{equation*}
u_{6} \sim D^{v}(6,3) \frac{e^{-j k d_{6}}}{k d_{6}} u_{3}, \quad u_{3} \sim u_{A 3}-\frac{-j k d_{3}}{k d_{3}} \tag{1.42}
\end{equation*}
$$

where $u_{A 3}$ is the initial field for ray 3 on surface $A$. To simplify the notation here and subsequently, we have written

$$
\begin{equation*}
\mathrm{D}^{\mathrm{v}}(6,3) \equiv \mathrm{D}^{\mathrm{v}}\left(x_{6}, x_{3}\right) \tag{143}
\end{equation*}
$$

Although the canonical problem yields the diffracted field on the initial surface $A_{d}^{\prime}$ in Fig. 15, the result can be expressed more conveniently as in (142) where relevant length parameters are measured from the tip.

When an incident ray grazes a smooth segment of a scatterer (ray 4 in Fig. 15), it excites a diffracted surface ray (also called creeping ray) that travels along a geodesic on the shadowed surface (ray 7) and sheds energy continuously (ray 8 ). The launching amplitude $L\left(X, X_{1}\right)$ of a surface ray field and its anplitude variation $M_{s}\left(d_{7}\right)$ along its geodesic path $d_{7}$ are determined from the canonical problem of plane wave diffraction by a smooth obstacle and have been fornd for special configurations. When a surface ray strikes the conical tip, it al.o gives rise to a spherical diffracted wave that adds a field $u_{6}^{\prime}$ to the contribution at $P$ arriving along ray 6. The canonical problem of surface ray field diffraction by

[^2]the tip of a conical obstacle is still under study; it furnishes the diffraction coefficient $\mathrm{D}_{\mathrm{S}}\left(\mathrm{X}, \mathrm{X}_{\mathrm{i}}\right)$. The field $\mathrm{u}_{6}^{\prime}$ is then given by
\[

$$
\begin{equation*}
u_{6}^{\prime} \sim u_{4} L(7,4) M_{S}\left(d_{7}\right) e^{-j k d_{7_{D}}}{ }_{s}(6,7) \frac{e^{-j k d_{6}}}{k d_{6}}, \quad u_{4} \sim u_{A 4} \frac{e^{-j k d_{4}}}{k d_{4}} \tag{144}
\end{equation*}
$$

\]

where $d_{7}$ is the surface ray path (geodesic) between the point of tangency of the incident ray 4 and the tip.

Tip diffraction due to incident ray 3 also gives rise to a surface ray (ray 9) that emerges at $P_{10}$ to contribute to the field at $P$ along ray 10. The initial surface $A_{s}^{\prime}$ for shed surface rays is displaced from the obstacle surface but in the formulation of the diffracted field, it is again convenient to measure distances from the obstacle surface. Thus

$$
\begin{equation*}
u_{10} \sim u_{3} D_{s}(9,3) M_{s}\left(d_{9}\right) e^{-j k d_{9}} L_{(10,9)} \frac{e^{-j k d_{10}}}{k d_{10}} \tag{145}
\end{equation*}
$$

where $u_{3}$ is given in (142), $d_{9}$ denotes the geodesic length along ray 9 from the tip to the shedding point $P_{10}$, and $L(10,9)$ gives the shedding amplitude which can be normalized, so that it equals in form the launching amplitude. Although the surface rays 7 and 9 in Fig. 15 appear to coincide, they describe different trafectories since the points of tangency of ray 4 and departure of ray 10 are not identical.

The total ray-optical field at point $P$ in Fig. 15 is now given by

$$
\begin{equation*}
u \sim u_{1}+u_{5}+u_{6}+u_{6}^{\prime}+u_{10} \tag{146}
\end{equation*}
$$

where

$$
\begin{equation*}
u_{I} \sim u_{A 1} \frac{e^{-j k d_{1}}}{k d_{1}} \tag{147}
\end{equation*}
$$

denotes the field along the direct ray from the suurce, and the remaining contributions, given by (140)-(145), are due to the presence of the obstacle.

The result in (146) contains only the dominant contribution from each of the ray flelds. Generally, each ray field has, in addition to this leading term, a series of higher-order terms that decay inversely with $k$. The field is therefore given by an asymptotic expansion in inverse powers of. $k$. Validity of the leading term alone implies that the higher-order terms, in particular the second term, are small in comparison with the first. Some estimates of the accuracy of the asymptotically expanded field can be made on general grounds (see. Sec. 1.4.3.3.1) but for scattering problems encountered in practice, It is usually too difficult to apply them. Therefore, the range of parameters, for which formulas as in (146) are useful and valid, has been ascertained by comparison with canonical analytical solutions or with numerical solutions that can be generated independently. These considerations are illustrated in Sec. 2.1.2.2. For example, in transition regions near shadow boundaries, caustics, and foci where relevant ray field amplitudes tend to infinity, the use of uniform asymptotic methods provides a valid description.

By the very construction of the field in (146), it is evident that the ray method decomposes a complicated composite scattering problem into a sequence of simpler (canonical) problems via the following steps:
(a) Determination of the incident field over an inftial surface $A$.
(b) Determination of the reflected and diffracted ray fields that contribute at an observation point $P$.
(c) Identification of canonical problems that treat separately each of the ray reflection and diffraction problems. The solutions of these problems furnish the initial amplitudes along various species of reflected and diffracted rays.
(d) Synthesis of composite scattering problem by interaction (along rays) between canonical constituents.

The various ray species arising in the dilfraction problem of Fig. 15 have been associated with a perfectly conducting obstacle.

When the obstacle has other surface features (for example, edges) or when it is penetrable (lossless dielectric), additional diffraction machanisms and corresponding ray fields may arise [36-38].

### 1.4.3.2 Equations for the Ray-Optical Fleld, and Their Solution [36-38]

### 1.4.3.2.1 Derivation of the Equations

The scalar field $u$ in an inhomogeneous medium with refractive index n satisfies the scalar wave equation

$$
\begin{equation*}
\left[\nabla^{2}+k^{2}(\vec{r})\right] u(\vec{r})=0, \quad k(\vec{r})=k_{0} n(\vec{r}) \tag{148}
\end{equation*}
$$

where $k_{0}$ is the wavenumber $i n_{i}$ vacuum and $k$ is the wavenumber in the medium. By assuming that $u$ at high frequencies (large $k_{0}$ ) behaves like a local plane wave field, the wave equation can be simplified. In order to allow for corrections to the local plane wave assumption, we write $u$ in the form of an asymptotic expansion (see Sec. 1.4.3.3.1) in inverse powers of $k_{0}$, wherein the local plane wave field represents the duminant (m=0) term

$$
\begin{equation*}
u(\vec{r}) \sim u_{0}(\vec{r}) \exp \left[-j k_{0} \psi(\vec{r})\right]+\exp \left[-j k_{0} \psi(\vec{r})\right] \sum_{m=1}^{\infty} \frac{u_{m}(\vec{r})}{\left(-j k_{0}\right)^{m}} \tag{149}
\end{equation*}
$$

The amplitude functions $u_{m}, m=0,1,2, \ldots$, and the phase function $\psi$, are assumed to be independent of $k_{0}$. Substitution of (149) into (148) gives

$$
\begin{equation*}
\sum_{m=0}^{\infty} Q_{m}(\vec{r})\left(-j k_{o}\right)^{2-m}=0 \tag{150}
\end{equation*}
$$

Since this equation must be satisfied for arbitrary (though large) $k_{0}$, one equates to zero the coefficients $Q_{m}$ to obtain from $Q_{0}=0$

$$
\begin{equation*}
[\nabla \psi(\vec{r})]^{2}=n^{2}(\vec{r}) \quad \text { (eikonal equation) } \tag{151}
\end{equation*}
$$

A unit vector

$$
\begin{equation*}
I_{\xi}=\frac{\nabla \psi(\vec{r})}{|\nabla \psi(\vec{r})|}=\frac{\nabla \psi(\vec{r})}{n(\vec{r})} \tag{152}
\end{equation*}
$$

compatible with (151) then points in the direction of the normal to the equiphase surfaces $\psi(\vec{r})=$ constant, and may therefore be identified as the ray vector tangent to the ray trajectories. Since

$$
\begin{equation*}
\mathrm{I}_{\xi}=\frac{\mathrm{d} \overrightarrow{\mathrm{t}}}{\mathrm{~d} \xi} \tag{153}
\end{equation*}
$$

if $\overrightarrow{\mathrm{I}}=\overrightarrow{\mathrm{I}}(\xi)$ denotes points on the ray trajectory and $\xi$ measures distance along a ray (Fig. 18), one may write (152) as

$$
\begin{equation*}
\frac{d}{d \xi}\left[\mathfrak{n}(\xi) \frac{\mathrm{d} \vec{r}}{d \xi}\right]=\nabla \mathfrak{n}(\xi) \tag{154}
\end{equation*}
$$

to obtain the ray equation. The notation $n(\xi)$ implies that the observatin points $\overrightarrow{\mathbf{r}}$ are constrained to lie along a ray.


Fig. 18. Ray parameters.

The next term in (150) gives $Q_{1}=0$, that is,

$$
\begin{equation*}
\left[\nabla^{2} \psi(\vec{r})+2 \nabla \psi(\vec{r}) \cdot \nabla\right] u_{0}(\vec{r})=0 \quad \text { (transport equation) } \tag{155}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\nabla \cdot\left[\left|u_{0}^{2}(\vec{r})\right| n(\vec{r}) \hat{\xi}\right]=0 \tag{156}
\end{equation*}
$$

with the quantity inside the square brackets being proportional to the energy flux density in the local plane wave field flowing along the rays. Eq. (156) therefore represents an energy flux conservation theorem, which has already been applied in Sec. 1.4.3.1 on physical grounds (within a tube of rays) for the determination of $u_{0}$ along a ray.

From $Q_{m}(\vec{r})=0, m \geq 2$, in (150) one obtains the transport equations for the higher-order amplitude coefficients that correct the local plane wave field. These equations are

$$
\begin{equation*}
\left[\nabla^{2} \psi(\vec{r})+2 \nabla \psi(\vec{r}) \cdot \nabla\right] u_{m-1}(\vec{r})=-\nabla^{2} u_{m-2}(\vec{r}), \quad m \geq 2 \tag{157}
\end{equation*}
$$

These recursive equations are more complicated than that for the dominant term $u_{0}$, and it is usually impractical to effect a solution for the higherorder coefficients $u_{m}, m \geq 2$. However, these equations are useful for providing estimates on the range of validity of the local plane wave field assumption, which requires that $\left|u_{1}\right| k_{o}^{-1} \ll\left|u_{o}\right|$ (see Sec. 1.4.3.3.1). From this requirement, one may deduce the restriction

$$
\begin{equation*}
\frac{|\nabla n(\vec{r})|}{n(\vec{r})} \frac{1}{k_{0} n(\vec{r})} \ll 1 \tag{158}
\end{equation*}
$$

which states that the relative change in the refractive index over an interval of the local wavelength $\lambda$ in the medium must be small; that is to say, the medium must be "slowly varying" on the local wavelength scale.

### 1.4.3.2.2 Ray Trajectories

The ray trajectories are obtained by solving (154) subject to prescribed initial conditions. In a homogeneous medium with $\mathfrak{n}(\xi)=$ constant, (154) reduces to $\overrightarrow{d r} / d \xi=$ constant, or $\vec{r}(\xi)=\vec{A} \xi+\vec{B}$, where $\vec{A}$ and $\vec{B}$ are constant vectors. Therefore, the rays are straight lines.

In an inhomogeneous medium, the rays are generally smoothly curved. It may be shown that the curvature $K$ of the ray is given by

$$
\begin{equation*}
K(\xi)=\frac{1}{n(\xi)} \frac{\mathrm{dn}(\xi)}{\mathrm{dl}} \tag{159}
\end{equation*}
$$

where $\&$ is the coordinate perpendicular to $\xi$ and hence lies on a wavefront. Therefore, the ray is curved whenever the refractive index $n$ varies along a wavetront, and the ray bends toward the direction of increasing $n$. This behavior is in accord with the application of Snell's law of refraction when the continuously varying medium is approximated by a sequence of locally homogeneous layers. In a plane stratified medium where the refractive index $n(\vec{r})=n(z)$ varies along the rectilinear coordinate $z$ only, the rays may be shown to be plane curves. A typical ray $y=y(z)$ lying in the $x=0$ plane (Fig. 18) has the functional form

$$
\begin{equation*}
y-y_{0}=n \int_{z_{0}\left[n^{2}(\zeta)-n^{2}\right]}^{z^{1 / 2}} \tag{1.60}
\end{equation*}
$$

where $\left(y_{0}, z_{0}\right)$ is the initial point on the ray, and $\eta \equiv n(z) \sin \theta(z)=$ constant, with $\theta$ defined in Fig. 18 , is the ray parameter. By choosing different values of $\eta$ according to different initial conditions, one may generate the entire ray family. The condition $\eta=$ constant is a statement of Snell's refraction law when applied to a continuously varying medium.

### 1.4.3.2.3 Phase and Amplitude

The local plane wave phase $\psi$ is determined from (152) by integration along a ray

$$
\begin{equation*}
\psi(\vec{r})-\psi\left(\vec{r}_{0}\right)=\int_{\vec{r}_{0}}^{\vec{r}} n(\xi) d \xi \tag{161}
\end{equation*}
$$

where $\vec{r}_{0}$ and $\vec{r}$ are the initial and observation point along the same ray, and $\psi\left(\vec{r}_{0}\right)$ is the initial phase.

In a homogeneous medium with constant $n(\vec{r})=n_{0}$, where the rays are straight lines,

$$
\begin{equation*}
\psi(\vec{r})-\psi\left(\vec{r}_{0}\right)=n_{0}\left|\vec{r}-\vec{r}_{0}\right|=n_{0} d \tag{162}
\end{equation*}
$$

as already noted in Sec. 1.4.3.1 from physical considerations pertaining to the local plane wave field. In a plane stratified inhomogeneous medium with $n(\vec{r})=n(z)$, (161) yields for the ray in (160)

$$
\begin{equation*}
\psi(\vec{r})-\psi\left(\overrightarrow{r_{0}}\right)=n\left(y-y_{0}\right)+\int_{z_{0}}^{z}\left[n^{2}(\zeta)-n^{2}\right]^{1 / 2} d \zeta \tag{i63}
\end{equation*}
$$

The local plane wave amplitude $u_{0}$ is determined by (155) or (156). By applying Gauss' divergence theorem to a volume contained within a tube of rays, (156) may be reduced to

$$
\begin{equation*}
\left|u_{0}(\vec{r})\right| \sim\left|u_{0}\left(\vec{r}_{0}\right)\right|\left[\frac{n\left(\vec{r}_{0}\right) \mathrm{dA}\left(\vec{r}_{0}\right)}{n(\vec{r}) \mathrm{dA}(\vec{r})}\right]^{1 / 2} \tag{164}
\end{equation*}
$$

where $d A\left(\vec{r}_{o}\right)$ and $d A(\vec{r})$ are, respectively, the ray tube cross sections containing the initial point and the observation point along the same ray. For a spherical wavefront in a homogeneous medium, (164) reduces to the result in Sec. 1.4.3.1.

### 1.4.3.2.4 Ray-Optical Field

The ray-optical (local plane wave) field $u_{0} \exp (-j k \psi)$ in an inhomogeneous medium can be constructed by combining the results from (161) and (164) to give

$$
\begin{equation*}
u(\vec{r}) \sim u\left(\vec{r}_{0}\right)\left[\frac{\mathfrak{n}\left(\vec{r}_{0}\right) \mathrm{dA}\left(\vec{r}_{0}\right)}{\mathfrak{n}(\vec{r}) \mathrm{dA}(\vec{r})}\right]^{1 / 2} \exp \left[-j k_{0} \int_{\vec{r}_{0}}^{\vec{r}} \mathfrak{n}(\xi) \mathrm{d} \xi\right] \tag{165}
\end{equation*}
$$

The validity of (165) is confined to slowly varying media, which are given by the condition (158). It is also restricted by the condition

$$
\begin{equation*}
\mathrm{dA}(\vec{r}) \neq 0 \tag{166}
\end{equation*}
$$

i.e., to the exterior of focusing regions where ray crossings occur. Ignoring (166) would lead to the incorrect conclusion of infinite fields at caustics and foci. To accommodate focusing regions where the rayoptical field is invalid, it is necessary to employ transition functions that are derived by a more sophisticated set of equations than those in (151) and (155).

### 1.4.3.2.5 Evanescent Fields [39,40]

Evanescent fields decay exponentially along certain directions, even in a lossless medium, and are therefore usually ignored in the presence of non-evanescent fields. However, situations arise where evanescent fields, though weak, are the only fields to be observed, and their propagation and diffraction characteristics then become impertant. Contigurations where the total field is evanescent include the interior of cutoff waveguides, the exterior of dielectric slabs or rods guiding trapped waves, the transmitting medium when an incident field is totally reflected at an interface, the "dark" side of caustics confining focused flelds, and the off-axis regions of strongly focused beams.

Like non-evanescent flelds, hfgh-frequency evanescent fields can be tracked by invoking the notion of local evanescent plane waves. Such waves are defined by the first term in (149) except that the phase $\psi$ is now complex just like the amplitude $u_{0}$. Thus, one writes for the local evanescent plane wave field

$$
\begin{equation*}
u(\vec{r}) \sim u_{0}(\vec{r}) \exp \left[-f k_{0} \psi(\vec{r})\right] \tag{167}
\end{equation*}
$$

with

$$
\begin{equation*}
\psi(\vec{r})=R(\vec{r})-j I(\vec{r}), \quad u_{0}(\vec{r})=\exp [w(\vec{r})-j v(\vec{r})] \tag{168}
\end{equation*}
$$

where $R, I$, $w$ and $v$ are real functions of $\vec{r}$. The phase fronts $R(\vec{r})=$ constant advance along the direction of the unit vectors

$$
\begin{equation*}
\vec{I}_{\xi}=\frac{\nabla R(\vec{r})}{\beta(\vec{r})}, \quad \beta \equiv|\nabla R| \tag{169}
\end{equation*}
$$

wifle the field decays along the direction of the unit vector

$$
\begin{equation*}
\overrightarrow{\mathrm{i}}_{t}=\frac{\nabla I(\vec{r})}{\alpha(\vec{r})}, \quad \alpha \equiv|\nabla I| \tag{170}
\end{equation*}
$$

On surfaces $I(\vec{r})=$ constant, the field has constant exponential amplitude.

When (167) and (168) are substituted into the wave equation (148), the reduced equations (151) and (155) remain valid. On separating into real and imaginary parts, one obtains from (151) the dispersion equation

$$
\begin{equation*}
\beta^{2}(\vec{r})-\alpha^{2}(\vec{r})=n^{2}(\vec{r}) \tag{171}
\end{equation*}
$$

and also the condition $\nabla R \cdot \nabla I=0$, indicating that the surfaces of constant phase and constant exponential amplitude are orthogonal. Thus, the coordinates $\xi$ and $t$ form an orthogonal grid, with the $\xi$-trajectories (on which $I=$ constant) referred to as "phase paths" and the t-trajectories (on which $R=$ constant) referred to as "attenuation paths" (Fig. 19). The phase paths should not be confused with rays since the former are generally curved, even in a homogeneous medium. Whenever $\alpha$ varies along an attenuation path (i.e., on a phase front) so that da/dt $\neq 0$, then in view of (171) B will likewise vary along a phase front, even when $n=$ constant. Since $\beta=\omega / V$,


Fig. 19. Surfaces of constant phase and amplitude.
where $\omega$ is the wave frequency and $V$ the phase propagation speed, different portions of the phase front propagate at different speeds. Hence, an originally plane phase front will become non-planar, and the phase paths orthogonal thereto become curved. Moreover, as indicated in Fig. 19, the power flow in the local evanescent plane wave field does not exactly follow the phase paths but deviates from them by an angle of $0\left(1 / k_{0}\right)$.

From (169) and (170) the equations for the phase paths and attenuation paths are

$$
\begin{equation*}
\left.\frac{d}{d \xi}[\beta(\vec{r})\rangle_{\xi}\right]=\nabla \beta(\vec{r}), \quad \frac{d}{d t}\left[\alpha(\vec{r})_{t}\right]=\nabla \alpha(\vec{r}) \tag{172}
\end{equation*}
$$

Each of these equations, which must be solved simultaneously subject to (171), has the form of the ray equaiion (1.54) for the geometric-optical field. It also follows from (169) and (170) and the fact that $I=$ constant on a phase path while $R=$ constant on an attenuation path that

$$
\begin{align*}
& \alpha(\vec{r})=\alpha\left(\vec{r}_{0}\right) \frac{d t\left(\vec{r}_{0}\right)}{d t(\vec{r})}  \tag{173}\\
& \beta\left(\vec{r}_{1}\right)=\beta\left(\vec{r}_{0}\right) \frac{d \xi\left(\vec{r}_{0}\right)}{d \xi\left(\vec{r}_{1}\right)} \tag{174}
\end{align*}
$$

In (173) $\vec{r}_{0}$ and $\vec{r}$ are the inftial point and observation point, respectively, along the sane phase path, while $\mathrm{dt}\left(\vec{r}_{0}\right)$ and $\mathrm{dt}(\vec{r})$ are the spacings between corresponding neighboring phase paths (Fig. 20). Similarly, in (174) $\vec{r}_{0}$


Fig. 20, Tracking of $\alpha$ and $\beta$ along phase and attenuation paths.
and $\vec{r}_{1}$ are the initial and observation points, respectively, along the same attenuation path, while $d \xi\left(\vec{r}_{0}\right)$ and $d \xi\left(\vec{r}_{1}\right)$ are the spacings between corresponding neighboring atteriation paths (Fig. 20). Thus, as for the geometric-optical field, the ( $\xi, t$ ) trajectory grid for the evanescent field provides the information required for the tracking of the phase gradient $\beta$ and attenuation gradient $\alpha$.

When (155) is separated into real and tmaginary parts, there result two coupled transport equations for $w$ and $v$ in (168)

$$
\begin{align*}
& \nabla^{2} R(\vec{r})+2 \beta(\vec{r}) \frac{d w(\vec{r})}{d \xi}-2 \alpha(\vec{r}) \frac{d v(\vec{r})}{d \xi}=0  \tag{175}\\
& \nabla^{2} I(\vec{r})+2 \beta(\vec{r}) \frac{d v(\vec{r})}{d \xi}-2 \alpha(\vec{r}) \frac{d w(\vec{r})}{d \xi}=0 \tag{176}
\end{align*}
$$

For weakly evanescent fields with small $\alpha$, the above equations can be solved by perturbation methods. Since $\beta^{(0)} \simeq \mathfrak{n}$ (see (171)), where the superscript denotes the order of the perturbation, one observes from (154) and the first equation in (172) that the unperturbed phase paths coincide with the geometric-optical rays for non-evanescent fields. One then calculates $\alpha^{(0)}$ along a phase path from (173), and thereafter $\beta^{(1)}=\left(n^{2}+\left[\alpha^{(0)}\right]^{2}\right)^{1 / 2}$. Using $\beta^{(1)}$, the phase paths can now be corrected from (172), and $R^{(1)}$ cain be calculated by integrating $B^{(1)}=d R^{(1)} / \mathrm{d} \xi$ along a phase path. The exponential attenuation function $I$ along a phase path remains constant at its initial value. The transport equations in (175) and (176) can be solved in a similar manner. It should be noted that due to the need for tracking two functions $\alpha$ and $\beta$ along mutually perpendicular trajectories, the propagation characteristics of high-frequency evanescent fields are less local than those of non-evanescent fields.

### 1.4.3.3 Asymptotic Methods [41]

### 1.4.3.3.1 Asymptotic Expansions

Approximate evaluations of fields in the high-frequency regime commonly generate expansions in inverse powers of the wavenumber $k$, based on the assumption that $k$ is large. An example is provided by the field representation in (149), wherein the leading term describes the local plane wave field. Expansions of this type, called "asymptotic expansions," generally do not converge; i.e., for a fixed value of the parameters ( $k_{o}$ and $\vec{r}$ in (149)). the series diverges because the expansion coefficients ( $u_{m}(\vec{r})$ in (149)) grow as $m \rightarrow \infty$. Nevertheless, these series, although divergent in the strict mathematical sense, are useful because they can be employed to approximate the field provided that only a finite number of terms is included. Loosely speaking, a calculation involving the first $M$ terms in the expansion is legitimate provided that the ( $M+1$ ) th term is smaller in magnitude than the Mth term. For a given $M$, this can always be accomplished by choosing the asymptotic-expansion parameter ( $1 / k_{0}$ in (149)) large enough. A good indication of the quality of the
approximation can be obtained from the recognition that the error between the asymptotic representation involving $M$ terms and the true value of the field is roughly equal to the magnitude of the $(M+1)$ th term. Based on these considerations one can deduce the necessary restrictions on the parameters in a function represented by an asymptotic series. For example, validation of the local plane wave (ray-optical) field in (149), as given by the first term, requires at the very least that $\left|u_{1} / k_{0}\right| \ll\left|u_{0}\right|$. Improvement of the local plane wave field by inclusion of the $m=1$ term requires at the very least that $\left|u_{2} / k_{0}\right| \ll\left|u_{1}\right|$, etc. In view of the error criterion cited above, it is evideutly dangerous to push an asymptotic expansion containing a few terms, and especially if only the leading term is retained, near the limit where the first omitted term equals in magnitude the last term retained.

The preceding considerations can be phrased mathematically. Regarding $k_{o}$ as the large parameter, a function $F\left(\vec{r}, k_{0}\right)$ (for example, the field in (149)) can be represented rigorously as follows

$$
\begin{equation*}
F\left(\vec{r}, k_{0}\right)=\sum_{m=0}^{M} F_{m}(\vec{r}) k_{0}^{-m}+k_{M}\left(\vec{r}, k_{0}\right) \tag{177}
\end{equation*}
$$

where $R_{M}$ is a remainder term. Making $k_{o}$ large enough, one can reduce $R_{M}$ to as small a value as desired (a good estimate of $R_{M}$ is given by $\left.\left|F_{M+1}(\vec{r}) k_{o}^{-M-1}\right|\right)$. Thus asymptotic series are not usually written in the form (177); instead, letting $\mathrm{k}_{\mathrm{o}} \rightarrow \infty$, the summation is extended over all values of $m$

$$
\begin{equation*}
F\left(\vec{r}, k_{0}\right) \sim \sum_{m=0}^{\infty} F_{m}(\vec{r}) k_{0}^{-m}, \quad k_{o} \rightarrow \infty \tag{178}
\end{equation*}
$$

and it is implied that for any $m$

$$
\begin{equation*}
\frac{F_{m+1}(\vec{r})}{k_{0} F_{m}(\vec{r})}+0, \quad \text { as } k_{0}+\infty \tag{179}
\end{equation*}
$$

However, for practical calculations involving fixed $k_{o}$ and $\vec{r}$, the series In (1.78) is to be understood in the sense of (177).

### 1.4.3.3.2 Asymptotic Evaluation of Integrals

Field formulations exterior to actual or induced source distributions generally involve integrals that extend either over a surface or volume in physical coordinate space, or over wavenumber space in a spectral representation (see Sec. 1.4.3.4). Such integrals are typically of the form

$$
\begin{equation*}
I(\Omega)=\int_{D} f(\vec{\tau}) e^{-j \Omega q(\vec{\tau})} d \vec{\tau} \tag{180}
\end{equation*}
$$

where $\vec{\tau}=\left(\tau_{x}, \tau_{y}, \tau_{z}\right)$ denotes the integration variable in a threedimensional coordinate space, $D$ is the domain of integration, $f(\vec{\tau})$ and $q(\vec{\tau})$ are analytical functions of $\vec{\tau}$ (with isolated singularities), and $\Omega$ is a positive parameter (if $\Omega$ is complex, one writes $\Omega=|\Omega| \exp (-j \arg \mathrm{~s})$ and combines arg $\Omega$ with $q$ ). When $\Omega$ is large, the exponential term is rapidly oscillating for real $q$ or rapidly decaying for negative imaginary q. Assuming that $f$ varies slowly by comparison with $\exp (-j \Omega q)$, one concludes that the major contribution to the integral arises from those regions in the $\tau$-space where $q$ is slowly varying when real, or where ( $\operatorname{Im} q$ ) has a maximum when $q$ is complex. These observations form the basis for approximate methods for evaluating $I$, which may be found in [42].

### 1.4.3.4 Alternative Formulations of Diffraction Problems

Diffraction problems of the type schematized in Fig. 15 can be formulated in various ways. Let the obstacle be perfectly conducting. The secondary field generated by the induced surface currents can be represented either in terms of the direct radiation from the elementary currents distributed over the obstacle surface $A^{\prime}$, or in terms of a superposition of modal fields excited by these currents. One important example of the latter procedure involves modal plane-wave fields and results in the "plane-wave spectral representation." Both of these are formulated below.

### 1.4.3.4.1 Induced Current Formulation

Referring to Fig. 15, the total vector electric field $\overrightarrow{\mathbb{E}}$ may be decomposed into a specified incident part $\vec{E}^{1}$, which would exist in the
absence of the obstacle, and a secondary part $\vec{E}^{s}$ due to the induced obstacle surface current

$$
\begin{equation*}
\vec{E}=\vec{E}^{\mathbf{1}}+\vec{E}^{\mathbf{S}} \tag{181}
\end{equation*}
$$

The radiation from each current element $\vec{J}$ can be expressed in terms of the free-space dyadic Green's function $\overleftrightarrow{G}\left(\vec{r}, \vec{r}^{\prime}\right)$. Thus

$$
\begin{equation*}
\vec{E}^{\prime}(\vec{r})=\int_{A^{\prime}} \overleftrightarrow{G}\left(\vec{r}, \vec{r}^{\prime}\right) \cdot \vec{J}\left(\vec{r}^{\prime}\right) \mathrm{d} \vec{r}^{\prime} \tag{182}
\end{equation*}
$$

The surface currents must be such as to ensure vanishing of the tangential electric field on $A^{\prime}$, i.e.

$$
\begin{equation*}
\vec{I}_{n} \times \vec{E}(\vec{r})=0, \quad \vec{r} \text { on } A^{\prime} \tag{183}
\end{equation*}
$$

where $\vec{I}_{n} I_{s}$ the unit vector normal to $A^{\prime}$. Thus, these currents are specified implicitly by the integral equation

$$
\begin{equation*}
\vec{I}_{n} \times \vec{E}^{1}(\vec{r})=-\vec{I}_{n} \times \int_{A^{\prime}} \vec{G}\left(\vec{r}^{\prime}, \vec{r}^{\prime}\right) \cdot \vec{J}\left(\vec{r}^{\prime}\right) \mathrm{d}^{\prime}, \quad \vec{r} \text { on } A^{\prime} \tag{184}
\end{equation*}
$$

### 1.4.3.4.2 Plane-Wave Spectral Formulation

The incident and secondary fields may be expressed by modal superposition. In a basis involving plane-wave modes, one obtains

$$
\begin{align*}
& \vec{E}(\vec{r})=\iint_{-\infty}^{\infty} \vec{e}^{1}(\xi, \eta) \exp \left[-j k\left(\xi x+\eta y+\sqrt{1-\xi^{2}-\eta^{2}} z\right)\right] d \xi d \eta  \tag{185}\\
& \vec{E}^{s}(\vec{r})=\iint_{-\infty}^{\infty} \vec{e}^{s}(\xi, \eta) \exp \left[-j k\left(\xi x+\eta y+\sqrt{1-\xi^{2}-\eta^{2}} z\right)\right] d \xi d \eta_{1} \tag{186}
\end{align*}
$$

where $z=0$ is a suicably chosen reference plane. Here, $\xi, \eta$ and $\sqrt{1-\xi^{2}-\eta^{2}}$ are the normalized wave numbers of the modal plane waves
along the $x, y$ and $z$ directions, respectively. The modal amplitudes $\vec{e}^{1}$ for the known incident field are obtained by Fourier inversion of (185). The modal amplitudes $\vec{e}^{\mathbf{s}}$ for the secondary field are specified implicitly by the boundary condition (183).

### 1.4.3.4.3 High-Frequency Approximations

In the illuminated region $A^{\prime}$ on a perfectly conducting obstacle away from surface singularities (such as edges, tips, or corners) and from strongly curved regions (where the radius of curvature is not large compared to wavelength), one may approximate the induced surface currents by their "physical optics" value. The physical optics currents $\xi^{p}$ are based on the local behavior of high-frequency fields described in Sec. 1.4.3.1 and are taken at any point $P$ on $A^{\prime}$ to have the same value as on an infinite perfectly conducting plane tangent to $A^{\prime}$ at $P$. Thus

$$
\begin{equation*}
\vec{J}^{p}(\vec{r})=2 \vec{r}_{n} \times \vec{H}^{1}(\vec{r}), \quad \vec{r} \text { on } A^{\prime} \tag{187}
\end{equation*}
$$

where $\mathrm{H}^{1}$ is the incident vector magnetic field. In the shadow region one assumes $\vec{j}^{p}=0$. When $\vec{J}^{p}$ is substituted into (182), one obtains the physical optics approximation of the secondary field. This approximate field, when evaluated by the asymptotic method of Sec. 1.4.3.3.2, is found to give correctly the geometric-optical reflected field and the diffracted field near the shadow boundaries. It does not provide, huwever, good results for the diffracted field away from the shadow boundaries.

Even on a smoothly curved convex object with large radius of curvature, the physical optics currents become invalid near the shadow boundaries. One may therefore attempt to add to $\boldsymbol{J}^{p}$ a correction $\mathbb{J}_{2}$ named "fringe current" by Ufimtsev [43], so that the sum equals the exact current value. Because of the valadity of the physical optics currents well inside the illuminated region, and away from edges or corners, the fringe currents are confined to the vicinity of those portions on $A^{\prime}$ that lie near shadow boundaries or surface singularities.

The method of fringe currents has been exploited to correct the physical optics fields for scatterers with edges. However, as employed by Ufimtsev, the method has limitations because it does not yield the currents $\vec{J}^{f}$ per se, but only the far fields produced by them. An alternative procedure approximates the fringe currents by equivalent edge currents $\vec{J}^{e}$ flowing along an edge (Fig. 21), their value being selected so that they give the correct GTD (Geometrical Theory of Diffraction) field in its regions of validity. This approximation causes certain difficulties which have been discussed in a paper by Knot and Senior [44].


Fig. 21. Various current distributions on the illuminated side of a conducting obstacle bounded by an edge.

### 1.4.3.5 The GTD Vector Fields [45]

In this and subsequent sections the emphasis will be placed on the electromagnetic vector problem at the high-frequency, early-time limit whereas the previous sections, namely, Secs. 1.4.3.1 through 1.4.3.3, treat exclusively the scalar fields.

Let the total distance along the ray path from the reference point to the field point $P$ be $\xi$; the reference point 0 is commonly chosen to be the point at which the GTD field is excited. In free space the GTD electric field can be given the general form

$$
\begin{equation*}
\vec{E}(\xi, s) \sim \vec{F}(0, s) \cdot \vec{C}(s) f_{s}(\xi) e^{-s \xi / c} \tag{188}
\end{equation*}
$$

in which
$\vec{F}(0, s)=$ forcing function (the incident field, source or reference field) at 0 ,
$f_{s}(\xi)$ spreading factor expressing the power conservation in a tube or strip of rays,
$\mathrm{e}^{-s \xi / \mathrm{C}}=$ delay factor between 0 and $P$ along the ray path,
$\stackrel{\rightharpoonup}{C}(s) \quad$ dyadic coefficient, which is the remaining part of the radiating system function and, in the case of scattering, depends on the local geometry of the body at the point of reflection or diffraction and perhaps the local behavior of the incident field.

The corresponding expression for the magnetic field, except at a convex surface, is

$$
\begin{equation*}
\vec{H}(\xi, s) \sim \vec{I}_{\xi} \times \vec{E}(\xi, s) / Z_{o} \tag{189}
\end{equation*}
$$

where, as before, $\xi$ is a unit vector in the direction of the ray path. In the following "asymptotically equal to" $\sim$ is replaced by "equal to" $m$, with the understanding that the expressions are high-frequency approximations.

Eq. (188) can be inverse Laplace transformed to give the following time-dependent field

$$
\begin{equation*}
\vec{E}(\xi, t)=f_{s}(\xi) \vec{Y}(\xi, t) \tag{1.90}
\end{equation*}
$$

where

$$
\begin{equation*}
\vec{\Im}(\xi, t)=\frac{1}{2 \pi j} \int_{\Omega_{0}-j \infty}^{\Omega_{0}+j \infty} \vec{F}\left(0, s j \cdot \overleftrightarrow{C}(s) e^{s(t-\xi / c)} d s\right. \tag{1.91}
\end{equation*}
$$

or employing convolution,

$$
\begin{align*}
\vec{G}(\xi, t) & =\int_{t_{0}}^{t-\xi / c} \vec{F}\left(0, t^{\prime}\right) \cdot \vec{C}\left(t-t^{\prime}\right) d t^{\prime}, \quad t-\xi / c>t_{0} \\
& =0, \quad t-\xi / c<t_{0} \tag{192}
\end{align*}
$$

where $t_{0}$ is the time at 0 when the forcing function is turned on. The electric field $\vec{E}(\xi, t)$ as obtained from (190) is usually valtd only for early times, more precisely, when $t$ is close to $t_{0}+\xi / c$.

If a caustic occurs on the ray path at $P_{1}$ between 0 and $P$, the expression for $\bar{E}(\xi, s)$ contains an additional factor of $\exp (j \pi / 2)$, but (188) is still valid within a wavelength or so of $P_{1}$. The presence of a caustic at $P_{1}$ is more serious for the calculation of $\vec{E}(\xi, t)$, because it leads to a noncausal result. We exclude this case from the present treatment.

The GTD representations of the electric and magnetic fields can be written as

$$
\begin{align*}
& \vec{E}(\vec{r}, s)=\vec{E}^{1}(\vec{r}, s)+\vec{E}^{r}(\vec{r}, s)+\vec{E}^{d}(\vec{r}, s)  \tag{193}\\
& \overrightarrow{\mathrm{H}}(\vec{r}, s)=\vec{H}^{1}(\vec{r}, s)+\vec{H}^{r}(\vec{r}, s)+\vec{H}^{d}(\vec{r}, s) \tag{194}
\end{align*}
$$

where the first two terms in the above expressions are the incident and reflected componente of the geometrical-optics field, and the last term is the diffracted field.

The surface current and charge densities induced on perfectly conducting surfaces are of interest. At the point $\vec{r}$ on such a surface

$$
\begin{align*}
& \vec{J}(\vec{r}, s)=\vec{I}_{n} \times \vec{H}(\vec{r}, s)  \tag{195}\\
& \rho(\vec{r}, s)=\varepsilon \vec{I}_{r} \cdot \vec{E}(\vec{r}, s) \tag{196}
\end{align*}
$$

where $\vec{J}$ and $\rho$ are related by the continuity equation (7). The geometricaloptics current and charge densities are

$$
\begin{align*}
& \vec{J}_{0}(\vec{r}, s)=2 \vec{I}_{n} \times \vec{H}^{i}(\vec{r}, s)  \tag{197}\\
& \rho_{0}(\vec{r}, s)=2 \varepsilon \vec{I}_{n} \cdot \vec{E}^{i}(\vec{r}, s) \tag{198}
\end{align*}
$$

in the illuminated region, and zero in the shadow region. Deep in the illuminated region, well away from shadow boundaries, edges and vertices, the high-frequency surface current and charge densities may be adequately approximated by $\vec{J}_{0}$ and $\rho_{0}$.

In the case of propagation away from the radiating source or structure we have for $\vec{E}(\xi, s)$ as given by (188)

$$
\begin{align*}
& \vec{F}(0, s)=\vec{E}(0, s)  \tag{199}\\
& \stackrel{\leftrightarrow}{C}(s)=\vec{I} \tag{200}
\end{align*}
$$

$f_{s}(\xi)=\sqrt{\frac{R_{1} R_{2}}{\left(R_{1}+\xi\right)\left(R_{2}+\xi\right)}}$
in which $R_{1}, R_{2}$ are the principal radii of curvature of the wavefront at 0 . For two-dimensional configurations we may let $R_{2} \rightarrow \infty$ and obtain

$$
\begin{equation*}
f_{s}(\xi)=\sqrt{\frac{R_{1}}{R_{1}+\xi}} \tag{202}
\end{equation*}
$$

and in the case of plane waves, where $R_{1}$ as well as $R_{2}$ approaches $\infty$, $\mathrm{f}_{\mathrm{g}}(\xi)=1$.

Fields of this type are of interest here, because the field inducing a surface current or charge may have been initially reflected or diffracted by, for example, a fin, wing or fuselage of an aircraft before reaching the eurface point in question.

### 1.4.3.5.1 Reflection

The GTD field contains the incident and reflected fielis of geometrical optics as its leading terms. Let a high-frequency wave be incident on a smooth, perfectly conducting surface $S$ as shown in Fig. 22.


Fig. 22. Reflection at a curved surface.

For the field $\vec{E} r(\xi, s)$ reflected from the point $Q_{r}$ we have for (188)

$$
\begin{align*}
& \vec{F}(0, s)=\vec{E}^{1}\left(Q_{r}, s\right)  \tag{203}\\
& \vec{C}(s)=\overleftrightarrow{R} \text { (dyadic reflection coefficient) } \tag{204}
\end{align*}
$$

and $f_{s}(\xi)$ has the same form as in the preceding case except that $R_{1}, R_{2}$ are replaced by $\mathbb{R}_{I}, \mathbb{R}_{2}^{r}$, the principal radii of curvature of the reflected wavefront at $Q_{r}$. Here, $\xi$ is the distance between $Q_{r}$ and the observation point $P$, and

$$
\begin{equation*}
\overleftrightarrow{R}=\vec{I}_{11}^{1} \vec{I}_{11}^{r}-\vec{I}_{\perp} \vec{I}_{\perp} \tag{205}
\end{equation*}
$$

is clearly independent of $\psi$ for a perfectly conducting surface. The unit vector $I_{L}$ is perpendicular to the plane of incidence, and the unit vectors $\mathrm{I}_{\|}^{i}$ and $\mathrm{I}_{\|}^{\mathrm{r}}$ are parallel to the plane of incidence as shown in Fig. 22. Expressions for $R_{1}^{r}, R_{2}^{r}$ are given in the appendix of [46].

The geometrical optics approximation can be improved by including higner-order frequency-dependent terms obtained from the Luneberg-Kline expansion. Luneberg-Kline expansions for fields reflected from cylinders, spheres and other curved surfaces with simple geometries are given in [47]. These higher-order terms improve the high-frequency approximation if the specular point $Q_{r}$ is well away from a shadow boundary. Although they do provide some usefui information in the early-time period, these higherorder terms are, in general, not useful in extending the early-time solutions to intermediate times.

### 1.4.3.5.2 Edge Diffraction

A UTD (Uniform Theory of Diffraction) solution for a high-frequency electromagnetic wave incident on a curved edge (Fig. 23) has been given in [46].

(b)

Fig. 23. Diffraction at a curved edge.

In the case of the field $\vec{E}^{d}(\xi, s)$ diffracted from the point $Q_{e}$ on the edge of a curved wedge, we have for (188)

$$
\begin{align*}
& \vec{F}(0, s)=\vec{E}^{i}\left(Q_{e}, s\right)  \tag{206}\\
& \vec{C}(s)= \vec{D}\left(\mathbb{I}^{1}, \vec{I}^{d}, L^{i}, L^{r o}, L^{r n}, s\right) \\
& \begin{array}{c}
\text { (dyadic diffraction coefficient } \\
\\
\text { for cul ved wedge) }
\end{array}
\end{align*}
$$

$$
\begin{equation*}
f_{s}(\xi)=\sqrt{\frac{\rho_{c}}{\xi\left(\rho_{c}+\xi\right)}} \tag{208}
\end{equation*}
$$

in which

$$
\begin{aligned}
& I^{1}=\text { unft vector in the direction of incidence at } Q_{e} \\
& \text { Id }=\text { unit vector in the direction of diffraction at } Q_{e} \\
& L^{1}=\text { distance parameter for the incident wave } \\
& L^{\text {ro }}=\text { distance parameter for the wave reflected from the } 0 \\
& \text { surface of th wedge (Fig. 23b) } \\
& \mathrm{L}^{\mathrm{rn}}=\text { distance paraneter for the wave reflected from the } \mathfrak{n} \pi \\
& \text { surface of the wedge (Fig, 23b) } \\
& \xi \quad=\text { distance between } Q_{e} \text { and } P \\
& \rho_{c}=\text { distance between } Q_{e} \text { and the catstic on the diffracted ray } \\
& \text { and is given by }
\end{aligned}
$$

where $\rho_{e}^{i}$ is the radius of curvature of the incident wavefront at $Q_{e}$ taken In the plane of $\vec{I}^{i}$ and $\mathcal{I}^{e}$ (the unit vector tangent to the atge $Q_{e}$ ), $I_{n}^{e}$ is the associated unit normal vector to the edge directed away from
the center of curvature, $a>0$ is the radius of curvature at $Q_{e}$, and $B_{0}$ the angle between $\overrightarrow{1}^{1}$ and $\overrightarrow{1}^{e}$ as shown in Fig. 23. The dyadic diffraction coefficient $\overleftrightarrow{D}$ is given by

$$
\begin{equation*}
\overleftrightarrow{D}=-\vec{I}_{B_{0}} \vec{I}_{B_{0}, D_{s}}\left(\vec{I}^{I}, \vec{I}^{d}, x, s\right)-\vec{I}_{\phi} \vec{I}_{\phi}, D_{h}\left(\vec{I}^{I}, \vec{I}^{d}, \chi, s\right) \tag{210}
\end{equation*}
$$

in which
$I_{\phi^{\prime}}=$ unit vector nerpendicular to the edge-fixed plane of incidence $I_{\phi}$ unit vector perpendicular to the edge-fixed plane of diffraction

$$
\begin{aligned}
& I_{B_{0}^{\prime}}=\vec{I}^{i} \times \vec{I}_{\phi^{\prime}} \\
& \vec{I}_{B_{0}}=\vec{I}^{d} \times \vec{I}_{\phi}
\end{aligned}
$$

and $\chi$ represents the parameters $L^{i}, L^{\text {ro }}$ and $L^{\text {rn }}$ collectively. The edgefixed plane of incidence contains $\mathbb{I}^{i}$ and $\mathcal{I}^{e}$, and the edge-fixed plane. of diffraction contains $\vec{I}^{d}$ and $\vec{I}^{e}$.

The soft and hard scalar diffraction coefficients $D_{s}$ and $D_{h}$ can be factored to yield

$$
\begin{equation*}
D_{s, h}\left(I^{i}, \vec{I}^{d}, X, s\right)=-\frac{1}{2 n \sqrt{2 \pi}} \sum_{m=1}^{4} d_{m}^{s, h}\left(\vec{I}^{i}, \vec{I}^{d}\right) f_{t}\left(x_{m}, s\right) \tag{211}
\end{equation*}
$$

where $\mathfrak{n \pi}$ is wedge angie (Fig. 23b). Expressions for $d_{m}^{5, h}\left(\vec{I}^{i}, \mathcal{I}^{d}\right)$ and $f_{t}\left(x_{m}, s\right)$ are given elsewhere [46]. Outside the transition regions the frequency dependence of the edge diffraction coefficient simplifies to

$$
\begin{equation*}
f_{t}\left(x_{m}, s\right)=\frac{1}{\sqrt{s}} \tag{212}
\end{equation*}
$$

[^3]\[

$$
\begin{align*}
\vec{F}(0, s)= & \frac{\partial}{\partial \mathrm{n}} \overrightarrow{\mathrm{E}}^{i}\left(Q_{e}, s\right)  \tag{213}\\
\overleftrightarrow{\mathrm{C}}(s)= & \frac{c}{\sin \beta_{0}} \frac{\partial}{\partial \phi^{\prime}} \stackrel{\leftrightarrow}{\mathrm{D}}\left(\overrightarrow{\mathrm{I}}^{i}, \overrightarrow{\mathrm{I}}^{\mathrm{d}}, \mathrm{~L}^{1}, L^{\text {ro }}, L^{\mathrm{rn}}, s\right) \\
& \begin{array}{l}
\text { (yyadic slope diffraction coefficient } \\
\text { for wedge) }
\end{array}
\end{align*}
$$
\]

and $f_{s}(\xi)$ given by (208). Here, the partial derivative with respect to $n$ is taken in the direction normal to the edge-fixed plane of incidence, whose angular position with respect to the illuminated surface of the wedge is $\phi^{\prime}$ (see Fig, 23).

If the edge diffraction problem is two-dimensional in nature, then $\rho_{c} \rightarrow \infty$ and the spreading factor in (208) reduces to

$$
\begin{equation*}
f_{s}(\xi)=1 / \sqrt{\xi} \tag{215}
\end{equation*}
$$

ExpI: cit edge diffraction coefficients for certain geometries can be found : [46].

### 1.4.3.5.3 Vertex Diffraction

For the field $\vec{E}^{\mathbb{Z}}(\xi, s)$ diffracted from the vertex $Q_{v}$ of a cone, a plane angulax sector, a rectangular parallelepiped, or a pyramid, we have

$$
\begin{align*}
& \vec{F}(0, s)= \vec{E}^{i}\left(Q_{v}, s\right)  \tag{216}\\
& \vec{C}(s)=\stackrel{\rightharpoonup}{D}^{V}\left(\overrightarrow{1}^{i}, \vec{I}^{d}, L^{i}, L^{r m}, s\right) \\
& \text { (dyadic diffraction coefficient for vertex) }  \tag{217}\\
& f_{s}(\xi)= \frac{1}{\xi} \tag{218}
\end{align*}
$$

In contrast to edge diffraction, expressions for the vertex diffraction coefficients are scarce. They ace available principally for wide angle and narrow angle circular cones, where the field point is away from
shadow boundaries, reflection boundaries, and the surface of the cone. Thus, the dependence of the vertex diffraction coefficients on the distance parameters $L^{1}, L^{r m}(m=0,1, \ldots)$ is unknown st present. However, it is apparent from dimensional considerations that outside the transition regions the vertex diffraction coefficient must vary with complex frequency as $\mathrm{s}^{-1}$.

Some frequency-domain results for diffraction by a circular semiinfinite cone are given in [47]. Diffraction by a blunt tip is given in [48], and the transient diffraction of a scalar wave by a narrowangle, semi-infinite cone can be found in [49].

### 1.4.3.5.4 Surface Diffraction

Diffraction at a convex surface is a less local phenomenon than that at an edge or vertex, and for this reason its physical descrintion is more complex. A portion of the ray trajectory $\xi_{s}$ follows a geodesic between the points $Q_{1}$ and $Q_{2}$ on the surface, as depicted in Fig. 24. Thus, $\xi=\xi_{s}+\xi_{0}$, where $\xi_{0}$ is the straight line portion between $Q_{2}$ and the fleld point $P$. In the paragraphs to follow high-frequency expressions for the field and current are given at observation points in the shadow region away from the shadow boundary. The accuracy of these expressions increases as the observation point moves further into the shadow region. If the observation point is in the illuminated region and away from the shadow boundary, the geometrical optics term dominates whose accuracy can be improved somewhat by including higherorder terms from the appropriate Luneberg-Kline series. The GID description of electromagnetic diffraction at a perfectly-conducting convex surface has been given in [50,51].

In discussing the diffraction at a convex surface, it is convenient to introduce the factor

$$
\begin{equation*}
T_{p}\left(\xi_{s}, s\right)=\exp \left\{-\int_{0}^{\xi_{s}} \alpha_{p}(x, s) d x\right\} \tag{219}
\end{equation*}
$$

which describes in part the amplitude variation and phase shift of the pth surface-ray modal field between $Q_{1}$ and $Q_{2}$. Here, $\alpha_{p}$ is the complex
attenuation constant of the pth surface-ray mode. Later, the superscripts $s$ and $h$ are added to denote the soft and hard boundary conditions. The total field vanishes at the surface in the former case, whereas the normal derivative of the total field vanishes in the latter. Expressions for $\alpha_{p}$ and the other GTD parameters for the convex surface can be found In Part 2.


Fig. 24. Diffraction at a convex surface.

Diffraction where both the source point 0 and the field point $P$ are away from the convex surface will be considered first. The geometry is shown in Fig. 24. Referring to (188) one has

$$
\begin{align*}
& \vec{F}(0, s)=\vec{E}^{1}\left(Q_{1}, s\right)  \tag{220}\\
& \vec{C}(s)=I_{n_{1}} I_{2} F\left(\xi_{s}, s\right)+\vec{I}_{b_{1}} I_{b_{2}} G\left(\xi_{s}, s\right) \tag{221}
\end{align*}
$$

and

$$
\begin{equation*}
f_{s}(\xi)=\sqrt{\frac{d n_{1}}{d n_{2}}} \sqrt{\frac{\rho_{c}}{\xi_{0}\left(p_{c}+\xi_{0}\right)}} \tag{222}
\end{equation*}
$$

is the net spreading factor for the surface ray and the diffracted ray $Q_{2} P$. The tangential, binormal, and normal unit vectors to the ray at the point $Q_{i}(i=1,2)$ are denoted by $I_{F_{i}}, I_{b_{i}}, \vec{I}_{n_{i}}$, respectively. Also in (221)

$$
\begin{align*}
& F\left(\xi_{s}, s\right)=\sum_{p=1}^{\infty} D_{p}^{h}(1, s) T_{p}^{h}\left(\xi_{s}, s\right) D_{p}^{h}(2, s)  \tag{223}\\
& G\left(\xi_{s}, s\right)=\sum_{p=1}^{\infty} D_{p}^{s}(1, s) T_{p}^{s}\left(\xi_{s}, s\right) D_{p}^{s}(2, s) \tag{224}
\end{align*}
$$

where $D_{p}(1, s)$ is the surface diffraction coefficient at the point $Q_{1}$, and again the hard or soft boundary condition is identified by an additional superscript $h$ or $s$.

Next, let the observation point be on the surface at $Q_{2}$. Now, the surface current and charge are of interest; they are determined from (195) and (196). The current can be put into the form of (188), i.e.,

$$
\begin{align*}
J\left(\xi_{s}, s\right) & =\vec{I}_{\xi_{2}} J_{\xi}\left(\xi_{s}, s\right)+\dot{I}_{b_{2}} J_{b}\left(\xi_{s}, s\right)  \tag{225}\\
& \sim \vec{F}(0, s) \cdot \vec{C}(s) f_{s}\left(\xi_{s}\right) e^{-s \xi_{s} / c}
\end{align*}
$$

Furthermore, at high frequencies the continuity equation may be approximated by

$$
\begin{equation*}
\rho\left(\xi_{s}, s\right)=-\frac{1}{s} \frac{\partial}{\partial \xi_{s}} J_{\xi}\left(\xi_{s}, s\right) \tag{226}
\end{equation*}
$$

Referring to (225) with the source point at 0 away from the surface one has

$$
\begin{align*}
& \vec{F}(0, s)=\vec{E}^{1}\left(Q_{1}, s\right)  \tag{227}\\
& \overleftrightarrow{C}(s)=\vec{I}_{n_{1}} \vec{I}_{\xi_{2}} \vartheta\left(\xi_{s}, s\right)-\vec{I}_{b_{1} \dot{b}_{2} J C\left(\xi_{s}, s\right)}  \tag{228}\\
& f_{s}\left(\xi_{s}\right)=\sqrt{\frac{d n_{1}}{d n_{2}}} \tag{229}
\end{align*}
$$

where

$$
\begin{equation*}
\vartheta\left(\xi_{s}, s\right)=Y_{0} \sum_{p=1}^{\infty} D_{p}^{h}(1, s) T_{p}^{h}\left(\xi_{s}, s\right) A_{p}^{h}(2, s) \tag{230}
\end{equation*}
$$

and $\mathcal{F O}\left(\xi_{s}, s\right)$ has the same form as $V\left(\xi_{s}, s\right)$, except that the superscript $h$ is replaced by $s$. In the above expression the $A_{p}^{h}(2, s)$ are the attachment coefficients required to convert the surface ray modal fields to their actual magnetic field strengths at the surface, and $Y_{0}=1 / Z_{0}$.

From (226) the surface charge density $\rho$ is given by

$$
\begin{align*}
\rho\left(\xi_{s}, s\right)= & I_{n_{1}} \cdot \vec{E}^{i}\left(Q_{1}, s\right) Y_{o} \sqrt{\frac{d \eta_{1}}{d r_{1}}} e^{-\xi_{s} s / c} \\
& \times \sum_{p=1}^{\infty}\left[\frac{1}{c}+\frac{\alpha_{p}^{h}\left(\xi_{s}, s\right)}{s}\right] D_{p}^{h}(1, s) T_{p}^{h}\left(\xi_{s}, s\right) A_{p}^{h}(2, s) \tag{231}
\end{align*}
$$

where the approximation

$$
\begin{align*}
& \frac{1}{s} \frac{\partial}{\partial \xi_{s}}\left[T_{p}^{h}\left(\xi_{s}, s\right) A_{p}^{h}(2, s) \sqrt{\frac{d n_{1}}{d n_{2}}} e^{-\xi_{s} s / c}\right] \sim \\
&  \tag{232}\\
& \quad-\left[\frac{1}{c}+\frac{\alpha_{p}^{h}\left(\xi_{s}, s\right)}{s}\right] T_{p}^{h}\left(\xi_{s}, s\right) A_{p}^{h}(2, s) \sqrt{\frac{d n_{1}}{d n_{2}}} e^{-\xi s^{s / c}}
\end{align*}
$$

has been used. Note that $A_{p}^{h}(2, s)$ and $d n_{2}$ are functions of $\xi_{s}$, but in general they are slowiy varying in comparison with $T_{p}^{h}\left(\xi_{s}, s\right)$ and $\exp \left(-\xi_{s} s / c\right)$.

It is convenient to treat the radiation from a slot or aperture in a perfectly conducting convex surface by introducing an equivalent source at each point $Q_{1}$ in the aperture. The equivalent source is the infinitesimal magnetic current $d \vec{J}_{m}$ or the magnetic dipole moment $\overrightarrow{d m}$ defined by

$$
\begin{equation*}
d \vec{J}_{m}\left(Q_{1}, s\right)=s \mu d \vec{m}\left(Q_{1}, s\right)=\vec{E}\left(Q_{1}, s\right) \times \vec{I}_{n_{1}} d a, \tag{233}
\end{equation*}
$$

where $\vec{E}\left(Q_{1}, s\right)$ is the aperture electric field and da is an infinitesimal area element at $Q_{1}$. The electric field at $P$ may be put into the form of (188) with

$$
\begin{align*}
& \begin{array}{l}
\vec{F}(0, s)=\int \frac{d \vec{J}_{m}\left(Q_{1}, s\right)}{} \\
\text { (integration over aperture) }
\end{array} \\
& \stackrel{\leftrightarrow}{C}(s)=\vec{I}_{b_{1}} \vec{I}_{n_{2}} F_{s}\left(\xi_{s}, s\right)+\vec{I}_{\xi_{1}} \vec{I}_{b_{2}} G_{s}\left(\xi_{s}, s\right)  \tag{234}\\
& f_{s}(\xi)=\sqrt{\frac{1}{\rho_{c}} \frac{d \psi_{1}}{d \psi_{2}} \sqrt{\frac{\rho_{c}}{\xi_{o}\left(\rho_{c}+\xi_{o}\right)}}} \tag{235}
\end{align*}
$$

in which $d \psi_{1}$ is the angle between the tangents to a pair of infinitesimally displaced surface rays at $Q_{1}$ and $d \psi_{2}=d n_{2} / \rho_{c}$ is tis angle between the tangents to the same two rays at $Q_{2}$. In (235)

$$
\begin{equation*}
F_{s}\left(\xi_{s}, s\right)=-\frac{s}{4 \pi c} \sum_{p=1}^{\infty} \dot{L}_{p}^{h}(1, s) T_{p}^{h}\left(\xi_{s}, s\right) D_{p}^{h}(2, s) \tag{237}
\end{equation*}
$$

and $G_{s}\left(\xi_{s}, s\right)$ has the same form as $F_{s}\left(\xi_{s}, s\right)$, except that the superscript $h$ is replaced by $s$. In the above expression the $L_{p}^{h}(1, s)$ are the launching coefficients for the surface-ray modes. Using reciprocity it can be shown that

$$
\begin{equation*}
L_{p}^{h}=A_{p}^{h}, \quad L_{p}^{s}=-A_{p}^{s} \tag{238}
\end{equation*}
$$

When the observation point is on the surface at $Q_{2}$, the surface current is given by (225) with

$$
\begin{gather*}
\vec{F}(0, s)=\int d \vec{J}_{m}\left(Q_{1}, s\right)  \tag{239}\\
\stackrel{\leftrightarrow}{C}(s)=\vec{I}_{b_{1}} \vec{I}_{2} \vartheta_{s}\left(\xi_{s}, s\right)-\vec{I}_{\xi_{1}} \vec{I}_{2} \mathcal{C}_{s}\left(\xi_{s}, s\right)  \tag{240}\\
f_{s}\left(\xi_{s}\right)=\sqrt{\frac{1}{\rho_{c}} \frac{d \psi_{1}}{d \psi_{2}}} \tag{241}
\end{gather*}
$$

where

$$
\begin{equation*}
v_{s}\left(\xi_{s}, s\right)=\frac{s}{4 \pi c} Y_{0} \sum_{p=1}^{\infty} L_{p}^{h}(I, s) T_{p}^{h}\left(\xi_{s}, s\right) A_{p}^{h}(2, s) \tag{242}
\end{equation*}
$$

and $\mathcal{J}_{s}\left(\xi_{s}, s\right)$ has the same form as $\vartheta_{s}\left(\xi_{s}, s\right)$, except that the superscript $h$ is replaced by $s$. Employing (226) one finds the associated surface charge density to be

$$
\begin{align*}
\rho\left(\xi_{s}, s\right)= & -\int \vec{I}_{b_{1}} \cdot d J_{m}\left(Q_{1}, s\right) Y_{o} \sqrt{\frac{1}{\rho_{c}} \frac{d \psi_{1}}{d \psi_{2}}} \times \\
& \frac{s}{4 \pi c} \sum_{p=1}^{\infty}\left[\frac{1}{c}+\frac{\alpha_{p}^{h}\left(\xi_{s}, s\right)}{s}\right] L_{p}^{h}(1, s) T_{p}^{h}\left(\xi_{s}, s\right) A_{p}^{h}(2, s) \tag{243}
\end{align*}
$$

For an infinitesimal electric current element $I_{n_{1}} I\left(Q_{1}, s\right)$ d at $Q_{1}$ the diffracted electric field at $P$ away from the surface is

$$
\begin{equation*}
\vec{E}(\xi, s)=\vec{I}_{n_{2}} Z_{o} I\left(Q_{1}, s\right) d \ell F_{s}\left(\xi_{s}, s\right) f_{s}(\xi) e^{-s \xi / c} \tag{244}
\end{equation*}
$$

with

$$
\begin{equation*}
f_{s}(\xi)=\sqrt{\frac{1}{\rho_{c}} \frac{d \psi_{1}}{d \psi_{2}}} \sqrt{\frac{\rho_{c}}{\xi_{0}\left(\rho_{c}+\xi_{0}\right)}} \tag{245}
\end{equation*}
$$

and the surface current and charge at $Q_{2}$ are

$$
\begin{align*}
J\left(\xi_{s}, s\right)= & \vec{I}_{\xi_{2}} I\left(Q_{1}, s\right) d \ell \vartheta_{s}\left(\xi_{s}, s\right) \sqrt{\frac{1}{\rho_{c}} \frac{d \psi_{1}}{d \psi_{2}}} e^{-s \xi_{s} / c}  \tag{246}\\
\rho\left(\xi_{s}, s\right)= & -\frac{I\left(Q_{1}, s\right) d \ell}{4 \pi} \frac{s}{c} \sqrt{\frac{1}{\rho_{c}} \frac{d \psi_{1}}{d \psi_{2}}} e^{-s \xi_{s} / c} x \\
& \sum_{p=1}^{\infty}\left[\frac{1}{c}+\frac{\alpha_{p}^{h}\left(\xi_{s}, s\right)}{s}\right] L_{p}^{h}(1, s) I_{p}^{h}\left(\xi_{s}, s\right) A_{p}^{h}(2, s) \tag{247}
\end{align*}
$$
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CHAPTER 1.5
SCALE MODELING

### 1.5.1 THEORETICAL BACKGROUND

In any study of electromagnetic phenomena it is ultimately necessary to determine the field quantities involved. If the system is at all complex, an analytical solution of the problem may be impossible to obtain and a computer solution based on the use of differential andor integral equations prohibitively expensive. It is then necessary to resort to measurements, and these may also be desirable to validate any (approximate) theoretical and numerical results that have been found. However, even an experimental study of a full-scale EMP problem may be difficult and costly to perform because of the size of the system, and it is therefore natural to look to small-scale simulation or modeling as a means of facilitating the measurements. This technique has been widely used, particularly in scattering and antenna work where it is often convenient to perform the measurements on a small-scale version of the original system, but it can also be usedio provide information about many other properties of the system.

The modeling of electromagnetic systems is an important tool both theoretically and experimentally. The method of conformal mapping is an example in which a given system is modeled by another whose solution is easier to find, and the desired solution is then obtained from the model solution via the mapping function. The application of transform techniques can also be viewed as a form of modeling, and such modelings are often non-lineax in the sense that the solution of the original problem is not linearly related to that of the model. The concept and feasibility of non-linear modeling in general is discussed in [1], and though it would appear to offer some advantages over linear modeling, the procedures have not yet been adequately developed. We shall therefore confine our attention to the simpler case of linear modeling (or scaling), whose value is primarily in connection with expertmental measurements.

The possibility of constructing a scale model of an electromagnetic system is based on the linearity of the field equations and the principle of electrodynamic similitude [2,3]. Within the confines of linear modeling, it is necessary to exclude systems having any non-Iinear component in the form of a non-linear impedance or medium (e.g:, ferromagnetic material), or a component which is time-dependent. In such cases, non-linear modeling is necessary to provide a precise simulation.

It is a relatively simple matter to determine the conditions for a scale model to simulate the system, Consider a system in which $\vec{E}(\vec{r}, t)$ and $\vec{H}(\vec{r}, t)$ are the electric and magnetic field vectors, where $\vec{r}$ denotes the position vactor of an arbitrary point and $t$ is the time. If, in the model, all variables are represented by primed quantities, we write, following [4]

$$
\begin{array}{ll}
\vec{r}=p \vec{r}^{\prime}, & t=\tau t^{\prime} \\
\vec{E}=g \vec{E}^{\prime}, & \vec{H}=h \vec{H}^{\prime} \tag{1}
\end{array}
$$

where $p, \tau$, $g$ and hare respectively the mechanical, temporal, electric and magnetic scale factors. We remark that four factors are all that are needed, since only four fundamental units (mass, length, time and charge) are required to describe an electromagnetic quantity. In both systems the fields are required to satisfy Maxwell's equations and the constitutive relations, and if $\varepsilon(\vec{r})$ and $\mu(\vec{r})$ are the (complex) permittivity and permeability respectively, then at corresponding points of the systems

$$
\begin{equation*}
\varepsilon^{\prime}=\frac{\mathrm{pg}}{\tau h} \varepsilon, \quad \mu^{\prime}=\frac{\mathrm{ph}}{\tau g} \mu \tag{2}
\end{equation*}
$$

In a similar manner the relations between the other electromagnetic quantitiles fin the two systems can be derived.

For any arbitrary choices of the scale factors $p, g, h$ and $\tau$ it Is theoretically possible to construct a model to simulate a full-scale
system exactly. In practice, however, there are certain restrictions on the factors due to the limited ranges of variation of $\varepsilon$ and $\mu$ in actual media which can be used in the model. One of the media in the full-scale system is often free space (air) and it is generally desirable to simulate this using free space in the scaled model, not only for convenience but also because of the higher attenuation in most other media. This is certainly customary in scattering and antenna measurements, and it now follows that for these regions of the model

$$
\begin{equation*}
\varepsilon^{\prime}=\varepsilon, \quad \mu^{\prime}=\mu \tag{3}
\end{equation*}
$$

Since (2) must be satisfied everywhere, (3) must be true for all media, implying

$$
\begin{equation*}
\frac{\mathrm{pg}}{\tau \mathrm{~h}}=1=\frac{\mathrm{ph}}{\tau \mathrm{~g}} \tag{4}
\end{equation*}
$$

from which we have

$$
\begin{equation*}
\tau=p, \quad g=h \tag{5}
\end{equation*}
$$

The temporal and mechanical scale factors are therefore identical, as are the magnetic and electric ones. Thus, for a system and its model in a common medium, there are only two factors, $p$ and $h$, which can be arbitrarily chosen.

The restriction $h=g$ imposed by (5) can be understood by noting that $\mathrm{h} / \mathrm{g}$ is the ratio of the wave impedance at a point in the moc'el to that at the corresponding point in the full-scale system. Since the same medium is used in both, the impedances must be the same. Note also that the restriction fixes only the ratio of $g$ to $h$ and does not restrict the choice of either. If $h$ is left arbitrary, the model has been termed [4] a geometrical one in which the geometrical configurations of the lines of force are simulated but not the power levels of the full-scale system. On the other hand, if a specific value is assigned to $h=g$ the model is an absolute one in which the power levels are also simulated and quantitative data are obtained immediately.

In spite of the fact that the power level used in a geometrical model is unknown, it is still possible to obtain quantitative results. The most common method is to employ a standard whose performance is known. To illustrate the method let us consider the problem of determining the radar cross section of a target. If the model is simply a geometric one, the scattered power is compared with that scattered by another body such as a sphere, plate or corner reflector when placed at the same position as the target and illuminated by the same field. Provided the scattering cross section of the calibrating body is known (usually from computations) the cross section of the target can be found. This is the customary procedure, but note that if in the model experiment the incident power is tapped and measured directly, h can be determined and the model. becomes an absolute one.

Let us consider now a geometrical model in which only the mechanical scale factor $p$ is assjgned. The ratio of any full-scale length to the corresponding model length is thus given by $p$, which is usually chosen to yield a model of convenient size for the measurements. The relations between some of the more important electrical (and other) quantities are listed in table 1.

Linear (or scale) modeling is an important tool. It can make possible the study of a large system in free space using a small scale version in, for example, the controlled conditions that an anechoic chamber provides, but it is not without its limitations. If one of the media is lossy it may be very difficult to find a material which simulates this at the scale frequency and, in practice, it is generally impossible to scale prectsely the non-zero impedances associated with any circuits, antennas, etc. The extent to which this is a major shortcoming depends on the quantities to be measured.

### 1.5.2 SCALE-MODEL MEASUREMENTS

The scale model actually used in measurements may be plastic (assembled from a hobby-shop kit), a manufacturer's table display model, or one specialiy constructed from wood or metal in a machine shop. Nonmetallic models are given several coats of silver conducting paint, and

TABLE 1．RELATIONS FOR A PRACTICAL GEOMETRICAL MODEL

| Quantity | Full－Scale System | Model System |
| :---: | :---: | :---: |
| length | $\ell$ | $\ell^{\prime}=\mathrm{l} / \mathrm{p}$ |
| time | $t$ | $t^{\prime}=\mathrm{t} / \mathrm{p}$ |
| frequency | f | $\mathrm{f}^{\prime}=\mathrm{pf}$ |
| wavelength | $\lambda$ | $\lambda^{\prime}=\lambda / p$ |
| propagation constant | k | $k^{\prime}=p k$ |
| phase velocity | v | $\mathrm{v}^{\prime}=\mathrm{v}$ |
| permittivity（complex） | $\varepsilon$ | $\varepsilon^{\prime}=\varepsilon$ |
| conductivity | $\sigma$ | $\sigma^{\prime}=p \sigma$ |
| permeability | H | $\mu^{\prime}=\mu$ |
| resistance | R | $\mathrm{R}^{\prime}=\mathrm{R}$ |
| reactance | x | $X^{\prime}=x$ |
| impedance | z | $z^{\prime}=2$ |
| capacitance | c | $c^{\prime}=\mathrm{c} / \mathrm{p}$ |
| inductance | L | $L^{\prime}=\mathrm{L} / \mathrm{p}$ |
| scattering area | A | $A^{\prime}=A / p^{2}$ |
| magnetic field | H | 少＝直／h |
| electric field | E | 呪＝直／h |
| current（surface）density | J | す－J／h |
| current（volume）density | $\mathrm{f}_{\mathrm{v}}$ | $J_{v}^{\prime}=J_{v} \mathrm{p} / \mathrm{h}$ |
| current | I | $I^{\prime}=1 / \mathrm{hp}$ |
| charge（surface）density | $\rho$ | $\rho^{\prime}=\rho / h$ |
| charge（volume）density | ${ }^{p}$ | $\rho_{v}^{\prime}=\rho_{v} p / h$ |
| charge | Q | $Q^{\prime}-\mathrm{Q} / \mathrm{hp}{ }^{2}$ |

mounting holes are cut as necessary for the accomnodation of surface field sensors. It is important to note that it may be impractical to model, in the case of aircraft, its finer details such as wing flaps, windows, or other airframe discontinuities. Even if this were possible, the sensors used may not be small enough to detect the local field perturbations produced by these discontinuities. Thus scale-model measurements are best suited to the determination of "large-scale" currents and charges on conducting bodies.

The configuration of the scale-model measurement facility at the University of Michigan is shown in Fig. I. Its major components are


Fig. 1. Surface-field measurement facility at the University of Michigan.
the tapered anechoic chamber 50 feet in length, the signal source, the receiver, and the control and recording equipment. This system is linked to a large computer where the data are processed. The operating frequency range of this facility is presently $0.45-4.25 \mathrm{GHz}$. In practice, the maximum useful frequency range for scale-model measurements is $0.1-10 \mathrm{GHz}$. Below 0.1 GHz standard absorbing materials no longer provide a good simulation of the free-space environment, and above 10 GHz it is difficult to make sensors which are small in comparison to wavelength and yet have adequate sensitivity.

Some typical probes and sensors used in measurements are shown in Fig. 2. The AFWL-designed sensor series MGL-8 and ACD-1 [5] are useful on larger models (linear dimensions $\geq 50 \mathrm{~cm}$ ), but on smaller models it is usually necessary to rely on miniaturized sensors which are specially fabricated. These typically take the form of loops, half loops, and monopoles made of 0.52 mm diameter coaxial cable. These small sensors may be individually calibrated; or it may be more convenient to calibrate the entire system of which the sensor is a part [6].


MGL-8A(R)
B-dot
ACD-IA(A) D-dot


B- dot


D- dot


B- dot

Fig. 2. Types of laboratory-made sensors used in scale-model measurements. The top ones were developed by AFWL and those at the bottom were made in the Radiation Laboratory at the University of Michigan.

The accuracy of scale-model measurement data can be ds "ermined, at least for simple test objects, by comparison of the data with theoretical predictions. In the Michigan facility, the measured data agree with theoretical predictions within $\pm 0.5 \mathrm{~dB}$ in amplitude and $\pm 2.5^{\circ}$ in phase for a spherical test object. The sphere is probably too simple a test object to adequately determine model measurement errors. However, the following sources of error can be identified from experience at the University of Michigan [7,8]:
(a) Background noise as evidenced by a measured signal in such cases when, from symmetry, the true field component must be zero. This encompasses the effect of equipment (thermal) noise, the impurity of the field in the chamber, errors in the alignment of a sensor on the model, si.gnsl and gain instabilities of the equipment, and possible interactions of the sensor lead with the model. Such noise can be pictured as a circle of uncertainty about the measured value in the complex plane. When all quantities are normalized to the incident field value, the magnitude of the noise signal is typically of order 0.2 , and the signal itself can be written as $0.2 \exp (j \psi)$, where $\psi$ is arbitrary. The error due to the noise is therefore only 2 percent for measured fields of magnitude 10 , but can be as much as 20 percent (or larger) at stations in shadow regions where the field amplitudes are unity or less.
(b) Phase errors due to errors in positioning of a model with respect to the incident field reference plane. With adequate care it is possible to position models to within $\pm 1.5 \mathrm{~mm}$ of the desired location, which translates to an average phase error of $\pm 4$ degrees. In many instances, however, the models themselves are not accurace to this extent, leading to an additional phase error.
(c) Errors produced by sensor integration when measurements are made near edges and small-radius surfaces that create fields
which are non-unfform over the dimensions of the sensors. Although the sensors used are only 2 to 3 mm in size, the averaging effect can produce as much as 20 percent reduction in amplitude with models as small as a $1 / 383$ scale E-4 [8]. Fortunately, the trend is to the use of lower measurement frequencies and larger models for which the integration error should be no more than about 5 percent.

The probable error resulting from these effects differs from case to case, but from comparisons of data using different scale models it would appear that in most circumstances results can be obtained which are accurate to 1 dB in amplitude and 10 degrees in phase, provided good models are available.
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CHAPTER 1.6
ERROR ESTIMATION

The application of theoretically or empirically derived formulas to the prediction of the behavior of a given system necessarily involves some degree of inaccuracy, since a mathematical model of a given physical system can never take all of the features of that system into account. The essence of mathematical or scale modeling is to treat those aspects of the system that are judged to be of the greatest importance and to ignore the remainder. Thus, given judicious choices of models and accurex mathematical analyses, one can predict the behavior of the modeled system with a certain degree of accuracy, but never with exactitude. It is therefore desirable that the accuracy of a given theoretical model be estimated and that this estimate be used in conjunction with the application of the model to a specific system $[1,2]$.

Since the systems considered in this document (e.g., aircraft and missiles) are so complicated, they are broken down for modeling purposes Into simpler subsystems which are amenable to analysis. The basis for this decomposition is the topological concept described in Chap. 1.2. Given the error estimates for the individual subsystem analyses, the problem of error analysis for the system itself becomes that of properly combining the error estimates for the subsystem analyses. It is the objective of this chapter to present a formalism by means of which this error-combination process can be accomplished.

Since the error in a given subsystem analysis is not precisely known, a probabilistic approach to the problem of error description will be useful. This approach and its method of application are described in the following sections of this chapter. We begin in Sec. 1.6.1 with a general discussion of linear EMP interaction models and of the probabilistic description of the system response functions in the frequency and time domains. Then in Sec. 1.6 .2 are considered the input quantities required for the error description of the stimulus and transfer functions. The error description of an elementary (singlepath) response function is developed in Sec. 1.6.3. In Sec. 1.6.4 we
discuss the problem of error analysis for series and parallel interaction paths. Confidence bounds are considered in Sec. 1.6.5.

### 1.6.1 GENERAL CONSIDERATIONS

The EMP interaction problem is assumed to be linear and describable by frequency-domain relations of the form*

$$
\begin{equation*}
\tilde{R}_{i j}\left(\omega,\left[v_{n}\right] ; \ell\right)=\tilde{T}_{i j}\left(\omega,\left[v_{n}\right] ; \ell\right) \tilde{S}_{j}(\omega ; \ell) \tag{1}
\end{equation*}
$$

in which

The total response $\tilde{R}_{i}\left(\omega,\left[V_{n}\right] ; \ell\right)$ at the ith response point to the $J$ stimuli is given by the sum of the individual responses, viz.,

$$
\tilde{R}_{1}\left(\omega,\left[V_{n}\right] ; \ell\right)=\sum_{j=1}^{J(\ell)} \tilde{R}_{i j}\left(\omega,\left[V_{n}\right] ; \ell\right)
$$

[^4]which gives, in view of (1),
\[

$$
\begin{equation*}
\tilde{R}_{1}\left(\omega,\left[V_{n}\right] ; \ell\right)=\sum_{j=1}^{J(\ell)} \tilde{T}_{1 j}\left(\omega,\left[V_{n}\right] ; \ell\right) \tilde{S}_{j}(\omega ; \ell) \tag{2}
\end{equation*}
$$

\]

The transfer functions $\tilde{T}_{i j}$ may themseives represent several series and/or parallel interaction subpaths, and are then expressed in terms of elementary transfer functions $\tilde{T}_{\text {ijp }}^{m}$ as

$$
\begin{equation*}
\tilde{T}_{i j}\left(\omega,\left[V_{n}\right] ; \ell\right)=\sum_{p=1}^{P(i, j) M(p, 1, j)} \prod_{m=1}^{\tilde{T} m}{ }_{1 j p}\left(\omega,\left[V_{n} j ; \ell\right)\right. \tag{3}
\end{equation*}
$$

in which $\tilde{\mathrm{T}}_{\text {ijp }}^{\mathrm{m}}$ denotes the transfer function of the mth series portion of the pth parallel subpath. $P(i, j)$ denotes the number of parallel subpaths linking the jth POE or stimulus point to the ith response point, and $M(p, i, j)$ is the number of series segments of the pth parallel subpath. These transfer-function relations are shown in Fig. 1. The time-domain response function $R_{1 j}\left(t,\left[V_{n}\right] ; \ell\right)$ is the Fourier integral of the frequencydomain response $\tilde{\mathbb{R}}_{1 j}\left(\omega,\left[V_{n}\right] ; \ell\right)$, namely

$$
\begin{equation*}
k_{1 j}\left(t ;\left[V_{\mathbf{n}}\right] ; \ell\right)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \tilde{\mathbf{k}}_{1 j}\left(\omega,\left[V_{n}\right] ; \ell\right) e^{j \omega t} d \omega \tag{4}
\end{equation*}
$$

The error estimation problem for the linear interaction model which has been described above is that of combining errors in the transfer functions $\tilde{T}_{i j p}^{m}$ and the stimulus functions $\tilde{\mathrm{S}}_{j}$ to obtain the resulting error in the frequency-domain response $\tilde{R}_{1}$. From the error in the frequency-domain response, one may calculate the error in the time-domain response by evaluating a Fourier integral.

We shall assume in the remainder of this chapter that $\tilde{\mathbb{R}}_{i j}, \tilde{T}_{i j}$ (or $\tilde{\mathrm{T}}_{1 j p}^{m}$ ), and $\tilde{S}_{j}$ represent the true values of the response, transfer, and atimulus functions respectively, and that the predicted values of these quintities are respectively $\hat{\tilde{R}}_{i j}$, $\hat{\tilde{T}}_{i j}$ (or $\hat{\tilde{T}}_{i j p}^{m}$ ), and $\hat{\tilde{S}}_{j}$. We may then treat the $\tilde{\mathrm{R}}_{i j}$,
(a)


(c)


Fig. 1. Illustrating transfer-function relations for linear interaction model. (a) Interaction paths; (b) paraliel inceraction subpaths; (c) aeries interaction subpaths.
$\tilde{T}_{i j}$, and $\tilde{S}_{j}$ as confidence-error random variables distributed around the predicted values $\hat{\tilde{R}}_{1 j}, \hat{\tilde{T}}_{i j}$, and $\dot{\hat{S}}_{j}$. More precisely, $\tilde{R}_{1 j}, \tilde{T}_{i j}$, and $\tilde{S}_{j}$ are stochastic processes with parameter $\omega$, whose sample functions are distributed around the functions $\hat{\tilde{\tilde{R}}}_{i j}, \hat{T}_{i j}$, and $\hat{\tilde{S}}_{j}$. If it were possible to obtain a complete probabilistic description of the random processes $\tilde{T}_{i j}(\omega)$ and $\tilde{s}_{j}(\omega)$ in terms of their foint probability density functions, one could derive a complete description of the response process $\tilde{\mathbb{R}}_{1 j}(\omega)$ and thus of its Fourier integral $R_{1 j}(t)$ [3,4]. Such an endeavor is far too complicated to be pursued here; rather, we shall focus our attention on a partial probabilistic description of the time-domain response process $\mathbb{R}_{i j}(t)$ and determine what frequency-domain information is required for such a partial description.

We shall describe $R_{i f}(t)$ in terms of its mean (or expected value) and its variance. These are defined as [4, pp. 138 ff.$]$.

$$
\begin{align*}
\varepsilon\left\{R_{i j}(t)\right\} & =\overline{R_{i j}(t)}=\text { expected value of } R_{i j}(t) \\
\operatorname{var}\left\{R_{i j}(t)\right\} & \left.=\overline{\left[R_{i j}(t)\right.}-\overline{R_{i j}(t)}\right]^{2} \\
& =\overline{R_{i j}^{2}(t)}-{\overline{R_{i j}}(t)}^{2} \tag{5}
\end{align*}
$$

$\mathcal{E}$ denotes the expectation operator. The mean function $\overline{R_{i j}(t)}$ exhibits the central trend of the sample functions of the process $R_{1 j}(t)$; the variance furction measures the amount of spread of the sample functions around the mean. A closely related quantity which we shall also consider is the expected value of the energy in the response

$$
\begin{align*}
\varepsilon\left(E_{i j}\right) & =\overline{E_{i j}}=\int_{-\infty}^{\infty} \overline{\left[R_{i j}(t)\right]^{2}} d t \\
& =\int_{-\infty}^{\infty} \operatorname{var}\left\{R_{i f}(t)\right\} d t+\int_{-\infty}^{\infty}{\overline{R_{i j}(t)}}^{2} d t \tag{6}
\end{align*}
$$

The frequency-domain quantities necessary for the determination of the maan and variance of $R_{1 j}(t)$ and the expected value of the energy in the response are the mean and covariance functions

$$
\begin{align*}
& \varepsilon\left\{\tilde{R}_{i j}(\omega)\right\}=\overline{\bar{R}_{1 j}(\omega)}  \tag{7}\\
& \operatorname{cov}\left\{\tilde{R}_{i j}(\omega), \tilde{R}_{i j}\left(\omega^{\prime}\right)\right\}=\overline{\tilde{R}_{i j}(\omega) \tilde{R}_{i j}^{*}\left(\omega^{\prime}\right)}-\overline{\tilde{R}_{i j}(\omega)} \overline{\tilde{R}_{i j}^{*}\left(\omega^{\prime}\right)}
\end{align*}
$$

since, as is easy to show,

$$
\begin{align*}
& \overline{R_{i j}(t)}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \overline{\tilde{R}_{i j}(\omega)} e^{j \omega t} d \omega  \tag{8}\\
& \operatorname{var}\left\{R_{i j}(t)\right\}=\left(\frac{1}{2 \pi}\right)^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \operatorname{cov}\left\{\tilde{R}_{i j}(\omega), \tilde{R}_{i j}\left(\omega^{\prime}\right)\right\} e^{j\left(\omega-\omega^{\prime}\right) t} d \omega d \omega^{\prime}
\end{align*}
$$

Equivalencly, we may consider $\overline{\tilde{R}_{i j}(\omega)}$ and the correlation function

$$
\begin{align*}
\operatorname{cor}\left\{\tilde{R}_{i j}(\omega), \tilde{R}_{i j}\left(\omega^{\prime}\right)\right\} & =\overline{\tilde{R}_{i j}(\omega) \tilde{R}_{i j}^{*}\left(\omega^{\prime}\right)}  \tag{9}\\
& =\operatorname{cov}\left\{\tilde{R}_{i j}(\omega), \tilde{R}_{i j}\left(\omega^{\prime}\right)\right\}+\overline{\tilde{R}_{i j}(\omega)} \overline{\tilde{R}_{i j}^{*}\left(\omega^{\prime}\right)}
\end{align*}
$$

The error-analysis problem therefore reduces to that of determining the mean and correlation (or covariance) functions of the frequencydumain response process $\tilde{R}_{i j}(\omega)$. These are expressed in terms of the stimulus and transfer functions as

$$
\begin{aligned}
& \overline{\tilde{R}(\omega)}=\overline{\tilde{T}(\omega) \tilde{S}(\omega)} \\
& \overline{\tilde{R}(\omega) \tilde{R}^{*}\left(\omega^{\prime}\right)}=\overline{\tilde{T}(\omega) \tilde{T}^{*}\left(\omega^{\prime}\right) \tilde{S}(\omega) \tilde{S}^{*}\left(\omega^{\prime}\right)}
\end{aligned}
$$

in which the subscripts have been dropped.

We shall assume that the frequency-domain processes $\tilde{T}(\omega)$ and $\tilde{S}(\omega)$ are uncorrelated; this assumption is reasonable in view of the linear model under consideration. Thus (10) simplifies to

$$
\begin{align*}
& \overline{\tilde{R}(\omega)}=\overline{\tilde{T}(\omega)} \overline{\tilde{S}(\omega)}  \tag{11}\\
& \overline{\tilde{R}(\omega) \tilde{R}^{*}\left(\omega^{\prime}\right)}=\overline{\tilde{T}(\omega) \tilde{T}^{*}\left(\omega^{\prime}\right)} \overline{\tilde{S}(\omega) \tilde{S}^{*}\left(\omega^{\prime}\right)}
\end{align*}
$$

and the mean and correlation functions of $\tilde{R}(\omega)$ are simply the products of the corresponding functions for $\tilde{T}(\omega)$ and $\tilde{S}(\omega)$. In the next section we will turn to the problem of evaluating the mean and correlation functions of $\tilde{T}(\omega)$ and $\tilde{S}(\omega)$ in terms of an assumed error model.

### 1.6.2 ERROR SPECIFICATION FOR STIMULUS AND TRANSFER FUNCTIONS

The transfer function $\tilde{T}(\omega)$ and the stimulus $\tilde{S}(\omega)$ can be expressed as the sums of the predicted values of these quantities, $\hat{\tilde{T}}(\omega)$ and $\hat{\tilde{S}}(\omega)$ respectively, and error random variables $\tilde{e}_{t}(\omega)$ and $\tilde{e}_{s}(\omega)$

$$
\begin{align*}
& \tilde{T}(\omega)=\hat{\tilde{T}}(\omega)+\tilde{e}_{t}(\omega)  \tag{12}\\
& \tilde{S}(\omega)=\hat{\tilde{S}}(\omega)+\tilde{e}_{s}(\omega)
\end{align*}
$$

Expressing the mean and correlation functions of $\tilde{T}(\omega)$ and $\tilde{S}(\omega)$ in terms of this representation, we find that

$$
\begin{align*}
& \overline{\tilde{T}(\omega)}= \stackrel{\theta}{T}(\omega) \\
& \overline{\tilde{S}(\omega)}=\overline{\tilde{e}_{t}(\omega)}  \tag{13}\\
& \overline{\tilde{T}(\omega) \tilde{\tilde{S}}^{*}\left(\omega^{\prime}\right)}==\hat{\tilde{T}}(\omega) \hat{\tilde{e}}_{S}(\omega) \\
&+\hat{\tilde{T}}^{*}\left(\omega^{\prime}\right)+\hat{\tilde{T}}(\omega) \overline{\tilde{e}_{t}^{*}\left(\omega^{\prime}\right)} \\
&
\end{align*}
$$

$$
\begin{align*}
\overline{\tilde{s}(\omega) \tilde{s}^{*}\left(\omega^{\prime}\right)} & =\stackrel{\tilde{\delta}(\omega) \stackrel{\delta}{S}^{*}\left(\omega^{\prime}\right)+\hat{\tilde{s}(\omega) \overline{\tilde{e}_{g}^{*}\left(\omega^{\prime}\right)}}}{ } \begin{aligned}
& +\hat{\tilde{s}}^{*}\left(\omega^{\prime}\right) \overline{\tilde{e}_{s}(\omega)}+\overline{\tilde{e}_{g}(\omega) \tilde{e}_{g}^{*}\left(\omega^{\prime}\right)}
\end{aligned}
\end{align*}
$$

The quantities necessary for the error specification of $\tilde{\mathbb{T}}(\omega)$ and $\tilde{S}(\omega)$ are therefore the mean and correlation functions of the error random variables $\tilde{e}_{t}(\omega)$ and $\tilde{e}_{s}(\omega)$.

Now we introduce certain assumptions concerning the error random variables $\tilde{e}_{t}(\omega)$ and $\tilde{e}_{s}(\omega)$. The fundamental assumptions are that
(a) the magnitudes and phases of $\tilde{e}_{t}(\omega)$ and $\tilde{e}_{g}(\omega)$ are independent
(b) the phases are uniformly distributed on intervals of width $2 \pi$. These assumptions imply that at a given frequency $\omega$, the point $\hat{\tilde{T}}(\omega)$ in the complex $\grave{\tilde{T}}$-plane is surrounded by a "circle of uicertainty" whose radius is measured by $\left|\tilde{e}_{t}(\omega)\right|$. The probability that $\tilde{T}(\omega)$ lies within a distance $\left|t_{0}\right|$ of the point $\hat{\tilde{T}}(\omega)$ is therefore given by [4, p. 94]

$$
\begin{equation*}
P\left\{\left|\tilde{e}_{t}(\omega)\right| \leq\left|t_{0}\right|\right\}=\int_{0}^{\left|t_{0}\right|} f_{\left|\tilde{e}_{t}(\omega)\right|^{(\tau) d \tau}} \tag{14}
\end{equation*}
$$

where

$$
\begin{aligned}
f & \tilde{e}_{t}(\omega) \mid= \\
& \text { probability density function of the random } \\
& \text { variable }\left|\tilde{e}_{t}(\omega)\right|
\end{aligned}
$$

Similar statements also hold for $\tilde{\mathrm{S}}(\omega)$. As an example, if $\left|\tilde{\epsilon}_{t}(\omega)\right|$ has a Rayleigh density and a mean-square value $\overline{\left|\tilde{e}_{t}(\omega)\right|^{2}}=\left\langle\tilde{e}_{t}^{2}(\omega)\right\rangle$, then

$$
\begin{equation*}
\left.{ }^{f}\left|\tilde{e}_{t}(\omega)\right|\right|^{(\tau)}=\frac{2 \tau}{\left\langle\tilde{e}_{t}^{2}(\omega)\right\rangle} e^{-\tau^{2} /\left\langle\tilde{e}_{t}^{2}(\omega)\right\rangle} \tag{15}
\end{equation*}
$$

for $\tau \geq 0$, and zero otherwise; and (14) gives

$$
\begin{equation*}
P\left\{\left|\tilde{e}_{t}(\omega)\right| \leq\left|t_{0}\right|\right\}=1-\exp \left(-\left|t_{0}\right|^{2} /\left\langle\tilde{e}_{t}^{2}(\omega)\right\rangle\right) \tag{16}
\end{equation*}
$$

The above two assumptions also imply that $\overline{\tilde{e}_{t}(\omega)}=\overline{\tilde{e}_{B_{i}}(\omega)}=0$, so that there is no systematic bias in the predicted values $\hat{\tilde{T}}_{\hat{T}}(\omega)$ and $\stackrel{\Delta}{\mathrm{S}}(\omega)$; if such a blas were known (or suspected) to be present, it would be incorporated into the predicted values. Thus the zero means of $\tilde{e}_{t}(\omega)$ and $\tilde{e}_{s}(\omega)$ can be considered to reflect a maximum degree of ignorance concerning these errors.

It is also convenient to express $\tilde{e}_{t}(\omega)$ and $\tilde{e}_{s}(\omega)$ as being proportional to $\hat{\tilde{T}}(\omega)$ and $\hat{\tilde{S}}(\omega)$, respectively,

$$
\begin{align*}
& \tilde{e}_{t}(\omega)=\tilde{x}_{t}(\omega) \hat{\tilde{T}}(\omega)  \tag{17}\\
& \tilde{e}_{s}(\omega)=\tilde{x}_{s}(\omega) \hat{\tilde{S}}(\omega)
\end{align*}
$$

in which the constants of proportionality are the random variables $\tilde{x}_{t}(\omega)$ and $\tilde{x}_{s}(\omega)$. These random variables have phases which are independent of their amplitudes and which are uniformily distiibuted on intervals of width $2 \pi$. Their mean-square magnitudes are respectively $\left\langle\tilde{x}_{t}^{2}(\omega)\right.$,' and $^{\prime}\left\langle\tilde{x}_{s}^{2}(\omega)\right\rangle$. The expressions (17) are useful for dealing w:.th frequency-domain error esimates expressed on a fractional or percentage basis.

The above two assumptions permit us to write

$$
\begin{align*}
& \overline{\tilde{T}(\omega)}=\hat{\tilde{T}}(\omega) \\
& \overline{\tilde{S}(\omega)}=\hat{\tilde{S}}(\omega)  \tag{18}\\
& \overline{\tilde{T}(\omega) \tilde{T}^{*}\left(\omega^{\prime}\right)}=\hat{\tilde{T}}(\omega) \hat{\tilde{T}}^{*}\left(\omega^{\prime}\right)\left[1+\overline{\tilde{x}_{t}(\omega) \tilde{x}_{t}^{*}\left(\omega^{\prime}\right)}\right] \\
& \overline{\tilde{S}(\omega) \tilde{S}^{*}\left(\omega^{\prime}\right)}=\hat{\tilde{S}}(\omega) \hat{\tilde{S}}^{*}\left(\omega^{\prime}\right)\left[1+\overline{\tilde{x}_{s}(\omega) \tilde{x}_{s}^{*}\left(\omega^{\prime}\right)}\right]
\end{align*}
$$

from which it is easily shown that

$$
\begin{align*}
& \operatorname{cov}\left\{\tilde{T}(\omega), \tilde{T}\left(\omega^{\prime}\right)\right\}=\hat{\tilde{T}}(\omega) \hat{\tilde{T}}^{*}\left(\omega^{\prime}\right) \overline{\tilde{x}_{t}(\omega) \dot{x}_{t}^{*}\left(\omega^{\prime}\right)} \\
& \operatorname{cov}\left\{\tilde{S}(\omega), \tilde{S}\left(\omega^{\prime}\right)\right\}-\hat{\tilde{S}}(\omega) \hat{\tilde{S}}^{*}\left(\omega^{\prime}\right) \overline{\tilde{x}_{s}(\omega) \tilde{x}_{s}^{*}\left(\omega^{\prime}\right)}  \tag{19}\\
& \operatorname{var}\{\tilde{T}(\omega)\}=\left\langle\tilde{x}_{t}^{2}(\omega)\right\rangle|\hat{\tilde{T}}(\omega)|^{2} \\
& \operatorname{var}\{\tilde{S}(\omega)\}=\left\langle\tilde{x}_{s}^{2}(\omega)\right\rangle|\dot{S}(\omega)|^{2}
\end{align*}
$$

It is apparent that the correlation functions of the error random variables $\tilde{x}_{t}(\omega)$ and $\tilde{x}_{s}(\omega)$ are the quantities which are necessary for the determination of the mean and variance of the time-domain response. These correlations could be readily evaluated if the joint probability densities of $\tilde{x}_{t}(\omega)$ and $\tilde{x}_{t}^{*}\left(\omega^{\prime}\right)$, or $\tilde{x}_{s}(\omega)$ and $\tilde{x}_{s}^{*}\left(\omega^{\prime}\right)$, were known. It is, however, unlikely that such information would be available in a practical situation. Thus we must either be provided with the actual or estimated error correlation functions themselves, or be satisfied with such information concerning the time-domain response as can be gleaned from a knowledge of the mean-square values $\left\langle\tilde{x}_{t}^{2}(\omega)\right\rangle$ and $\left\langle\tilde{x}_{s}^{2}(\omega)\right\rangle$ alone.

In the next section we consider the combination of these error specifications into error measures for an elementary or sirgle-path response function.

### 1.6.3 ERROR ANALYSIS FOR AN ELEMENTARY RESPONSE

When the input-output relation in the frequency domain is of the form $\tilde{\mathbb{R}}(\omega)=\tilde{T}(\omega) \tilde{S}(\omega)$, we say that the response is elementary. The mean and variance of the frequency-domain elementary response are

$$
\begin{align*}
& \overline{\tilde{R}(\omega)}=\hat{\tilde{T}}(\omega) \hat{\tilde{S}}(\omega) \equiv \hat{\tilde{R}}(\omega) \\
& \operatorname{var}\{\tilde{R}(\omega)\}=|\hat{\tilde{R}}(\omega)|^{2}\left[\left(1+\left\langle\tilde{x}_{t}^{2}(\omega)\right\rangle\right)\left(1+\left\langle\tilde{x}_{s}^{2}(\omega)\right\rangle\right)-1\right] \tag{20}
\end{align*}
$$

and the mean-square value of $\tilde{\mathbb{R}}(\omega)$ is

$$
\begin{align*}
\overline{|\tilde{R}(\omega)|^{2}} & =\operatorname{var}\{\tilde{\mathrm{R}}(\omega)\}+|\hat{\tilde{R}}(\omega)|^{2}  \tag{21}\\
& =|\hat{\tilde{R}}(\omega)|^{2}\left(1+\left\langle\tilde{\mathrm{x}}_{\mathrm{t}}^{2}(\omega)\right\rangle\right)\left(1+\left\langle\tilde{\mathrm{x}}_{g}^{2}(\omega)\right\rangle\right)
\end{align*}
$$

From (4) and (20); the expected value of the time-domain elementary response is

$$
\begin{equation*}
\overline{R(t)}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \hat{\tilde{R}}(\omega) \mathrm{e}^{j \omega t} \mathrm{~d} \omega \equiv \hat{X}(t) \tag{22}
\end{equation*}
$$

Thus, the expected value of the response in either domain is identical to its predicted value.

The varlance of the time-domain elementary response is

$$
\begin{align*}
\operatorname{var}\{R(t)\} & =\left(\frac{1}{2 \pi}\right)^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \hat{\tilde{R}}(\omega) \hat{\tilde{R}}^{*}\left(\omega^{\prime}\right)\left\{\overline{\tilde{x}_{s}(\omega) \tilde{x}_{s}^{*}\left(\omega^{\prime}\right)}+\overline{\tilde{x}_{t}(\omega) \tilde{x}_{t}^{*}\left(\omega^{\prime}\right)}\right.  \tag{23}\\
& \left.+\overline{\tilde{x}_{s}(\omega) \tilde{x}_{B}^{*}\left(\omega^{\prime}\right)} \overline{\tilde{x}_{t}(\omega) \tilde{x}_{t}^{*}\left(\omega^{\prime}\right)}\right\} e^{j\left(\omega-\omega^{\prime}\right) t_{d \omega d}}
\end{align*}
$$

Ir is apparent that $\operatorname{var}\{R(t)\}$ will be difficult (or at leasit tedious) to evaluate, except perhaps under very special circumstances. Furthermore, 1: is probably unreasonable to expect that the correlation functions $\overline{\tilde{x}_{s}(\omega) \tilde{x}_{s}^{*}\left(\omega^{\prime}\right)}$ and $\overline{\tilde{x}_{t}(\omega) \tilde{x}_{t}^{*}\left(\omega^{\prime} \text {; }\right.}$ would even be available for use in (23). Therefore, although (23) is a correct expression for $\operatorname{var}\{R(t)\}$, it may not be practically useful. Thus we must seek an alternate measure of the variance of the time-domain response.

It is not difficult to show that the incegral of $\operatorname{var}\{R(t)\}$ over time is

$$
\begin{align*}
\int_{-\infty}^{\infty} \operatorname{var}\{R(t)\} d t & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \operatorname{var}\{\tilde{R}(\omega)\} d \omega \\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty}|\hat{\tilde{R}}(\omega)|^{2}\left[\left\langle\tilde{x}_{s}^{2}(\omega)\right\rangle+\left\langle\tilde{x}_{t}^{2}(\omega)\right\rangle+\left\langle\tilde{x}_{s}^{2}(\omega)\right\rangle\left\langle\tilde{x}_{t}^{2}\left(\omega_{i}^{\prime}\right\rangle\right] d \omega\right. \\
& =\bar{E}-E^{0} \geq 0 \tag{24}
\end{align*}
$$

In which $\bar{E}$ denotes the expected value of the energy in the response and $\mathrm{E}^{0}$ denotes the predicted value of this quantity, namely,

$$
\begin{align*}
& \bar{E}=\frac{1}{2 \pi} \int_{-\infty}^{\infty}|\hat{\tilde{R}}(\omega)|^{2}\left[1+\left\langle\tilde{x}_{s}^{2}(\omega)\right\rangle\right]\left[1+\left\langle\tilde{x}_{t}^{2}(\omega)\right\rangle\right] d \omega  \tag{25}\\
& E^{0}=\frac{1}{2 \pi} \int_{-\infty}^{\infty}|\hat{\tilde{R}}(\omega)|^{2} d \omega=\int_{-\infty}^{\infty}[\hat{R}(t)]^{2} d t
\end{align*}
$$

Thus if $\hat{\mathbf{R}}(\mathrm{t})$ has a reasonably well defined duration, say $\tau$, then the variance of $R(t)$ can be estimated by

$$
\begin{equation*}
\operatorname{var}\{R(t)\} \sim \frac{1}{\tau}\left(\bar{E}-E^{0}\right)=\frac{E^{0}}{\tau}\left(\frac{\bar{E}}{E^{0}}-1\right) \tag{26}
\end{equation*}
$$

An estimate of the relative fluctuation $f_{r}$ of $R(t)$ around its expected or predicted value is then given by the quantity

$$
\begin{equation*}
f_{r} \equiv\left(\bar{E} / E^{0}-1\right)^{\frac{1}{2}} \geq 0 \tag{27}
\end{equation*}
$$

If the mean-square errors $\left\langle\tilde{x}_{s}^{2}(\omega)\right\rangle$ and $\left\langle\tilde{x}_{t}^{2}(\omega)\right\rangle$ are independent of $\omega$, then

$$
\begin{align*}
\operatorname{var}\{R(t)\} & \sim \frac{E^{0}}{\tau}\left(\left\langle\tilde{x}_{s}^{2}\right\rangle+\left\langle\tilde{x}_{t}^{2}\right\rangle+\left\langle\tilde{x}_{s}^{2}\right\rangle\left\langle\tilde{x}_{t}^{2}\right\rangle\right)  \tag{28}\\
f_{r} & =\left(\left\langle\tilde{x}_{s}^{2}\right\rangle+\left\langle\tilde{x}_{t}^{2}\right\rangle+\left\langle\tilde{x}_{s}^{2}\right\rangle\left\langle\tilde{x}_{t}^{2}\right\rangle\right)^{\frac{1}{2}}
\end{align*}
$$

In the next section we discuss error measures for non-elementary reaponse functions, i.e., those arising from series and/or parallel interaction pathe.

### 1.6.4 ERROR aNalysis for Non-elementary responses

In this section we will discuss the development of error measures for response functions resulting from series andor parallel interaction
paths. The series case will be treated in Sec. 1.6.4.1. and tha parallel case in Sec. 1.6.4.2.
1.6.4.1 Saries Interaction Paths

The transfer function $\tilde{T}_{i j p}\left(\omega,\left[V_{Y}\right] ; \ell\right)$ which represents a series connection of interaction uubpaths is represented ase product of individual transfer functions:

$$
\begin{equation*}
\vec{T}_{1 j p}\left(\omega,\left[V_{n}\right] ; \ell\right)=\prod_{m=1}^{M(p, 1, j)}{\underset{T}{i j p}}\left(\omega,\left[V_{n}\right] ; \ell\right) \tag{29}
\end{equation*}
$$

In which $\mathbb{T}_{1 j p}(\omega)$ represents the trangfer function of the with earies portion of the pth parallel interaction path. Taere ara $M$ such portiona compriaing the pth parallel path. We assume that the errors in the saries subpath trunafer functions are uncorrelated, 1.e.,

$$
\begin{align*}
\overline{e_{t p}^{m}}(\omega) \bar{e}_{t p}^{-m^{\prime}}(\omega) & =\overline{\bar{a}_{t p}^{m}(\omega)} \overline{e_{t p}^{m^{\prime}}(\omega)}=0 \quad\left(m \neq w^{\prime}\right)  \tag{30}\\
& =\left\langle e_{t p}^{-m}(\omega)^{2}\right\rangle \quad\left(m \cdots m^{\prime}\right)
\end{align*}
$$

whare

$$
\begin{equation*}
\hat{i}_{i j p}^{m}(\omega)=\hat{\hat{T}}_{i j p}^{m}(\omega)+\tilde{e}_{t i j p}^{m}(\omega)-\hat{\underline{i}}_{i j p}^{m}(\omega)\left[1+\hat{x}_{t i j p}^{m}\{\omega)\right] \tag{31}
\end{equation*}
$$

Under this assumption, we readily obtain the following results (the 1, $f$ subacripte are dropped)

$$
\begin{align*}
& \overline{\check{T}_{p}(\omega)}=\hat{\tilde{T}}_{p}(\omega)=\prod_{m=1}^{\underline{K}} \hat{\tilde{T}}_{p}^{m}(\omega) \tag{32}
\end{align*}
$$

in which

Now by incorporating these results in the analysis of the previous section, we obtain the following error measures for the reaponse $\mathbb{R}_{p}$

$$
\begin{align*}
& \overline{\tilde{R}_{p}(\omega)}=\hat{\tilde{\tilde{R}}}_{p}(\omega)=\hat{\tilde{S}}(\omega) \hat{\tilde{T}}_{p}(\omega)  \tag{34}\\
& \operatorname{var}\left\{\tilde{R}_{p}(\omega)\right\}=\left|\hat{\tilde{R}}_{p}(\omega)\right|^{2}\left\{\left[1+\left\langle\tilde{x}_{s}^{2}(\omega)\right\rangle\right] \prod_{m=1}^{M}\left[1+\left\langle\tilde{x}_{t p}^{m}(\omega)^{2}\right\rangle\right]-1\right\} \\
& =\overline{\left|\tilde{R}_{p}(\omega)\right|^{2}}-\left|\hat{\tilde{R}}_{p}(\omega)\right|^{2}  \tag{35}\\
& \overline{R_{p}(t)}=\hat{R}_{p}(t)  \tag{36}\\
& \operatorname{var}\left\{R_{p}(t)\right\}=\left(\frac{1}{2 \pi}\right)^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \hat{\tilde{T}}_{p}(\omega) \hat{\tilde{R}}_{p}^{*}\left(\omega^{\prime}\right) e^{j\left(\omega-\omega^{\prime}\right) t_{d \omega d}} d \\
& \left\{\left[1+\overline{\tilde{x}_{s}(w) \tilde{x}_{s}^{*}\left(w^{\prime}\right)}\right] \prod_{m=1}^{M}\left[1+\overline{\tilde{x}_{t p}^{m}(w) \tilde{x}_{t p}^{m}\left(w^{\prime}\right)^{*}}\right]-1\right\}  \tag{37}\\
& \bar{E}_{p}=\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left|\hat{\tilde{R}}_{p}(\omega)\right|^{2}\left[1+\left\langle\tilde{x}_{s}^{2}(\omega)\right\rangle\right] \prod_{m=1}^{M}\left[1+\left\langle\tilde{x}_{t p}^{m}(\omega)^{2}\right\rangle\right] d \omega \tag{38}
\end{align*}
$$

In the specfal case where $\left\langle\tilde{x}_{s}^{2}(\omega)\right\rangle$ and $\left\langle\tilde{x}_{t p}^{m}(\omega)^{2}\right\rangle(m=1,2,3, \ldots, M)$ are independent of $\omega$, we have

$$
\begin{align*}
& \bar{E}_{p}=E_{p}^{0}\left(1+\left\langle\tilde{x}_{s}^{2}\right\rangle\right) \prod_{m=I}^{M}\left[1+\left\langle\left(\tilde{x}_{t p}^{m}\right)^{2}\right\rangle\right]  \tag{39}\\
& \operatorname{var}\{R(t)] \sim \frac{E_{p}^{0}}{r}\left\{\left(1+\left\langle\tilde{x}_{s}^{2}\right\rangle\right) \prod_{m=1}^{M}\left[1+\left\langle\left(\tilde{x}_{t p}^{m}\right)^{2}\right\rangle\right]-1\right\}  \tag{40}\\
& f_{r} \sim\left\{\left(1+\left\langle\tilde{x}_{s}^{2}\right\rangle\right) \prod_{m=1}^{M}\left[1+\left\langle\left(\tilde{x}_{t p}^{m}\right)^{2}\right\rangle\right]-1\right\}^{1 / 2} \tag{41}
\end{align*}
$$

### 1.6.4.2 Parallel Interaction Paths

The frequency-domain response $\tilde{R}(\omega)$ resulting from the presence of parallel interaction paths is represented as the sum of the responses due to each of the parallel paths, namely,

$$
\begin{equation*}
\tilde{R}(\omega)=\sum_{p=1}^{p} \tilde{R}_{p}(\omega) \tag{42}
\end{equation*}
$$

If we assume that the errors arising from each of the $P$ parallel paths are uncorrelated, then we obtain

$$
\begin{align*}
& \overline{\tilde{R}(\omega)}=\sum_{p=1}^{P} \overline{\tilde{R}_{p}(\omega)}=\sum_{p=1}^{P} \hat{\tilde{R}}_{p}(\omega)  \tag{43}\\
& \operatorname{var}\{\tilde{R}(\omega)\}=\sum_{p=1}^{P} \operatorname{var}\left\{\tilde{E}_{p}(\omega)\right\}  \tag{44}\\
& \operatorname{cov}\left\{\tilde{R}(\omega), \tilde{R}\left(\omega^{\prime}\right)\right\}=\sum_{p=1}^{P} \operatorname{cov}\left\{\tilde{R}_{p}(\omega), \tilde{R}_{p}\left(\omega^{\prime}\right)\right\} \tag{45}
\end{align*}
$$

in the frequency domain, and

$$
\begin{align*}
& \overline{R(t)}=\sum_{p=1}^{P} \overline{R_{p}(t)}=\sum_{p=1}^{P} \hat{R}_{p}(t)  \tag{46}\\
& \operatorname{var}\{R(t)\}=\sum_{p=1}^{p} \operatorname{var}\left\{R_{p}(t)\right\} \tag{47}
\end{align*}
$$

in the time domain.
Denoting by $\bar{E}$ and $E^{0}$ the expected and predicted values of the energy in the total response respectively, and by $E_{p}$ and $E_{p}^{O}$ the expected and predicted values of the energy in each of the $P$ response functions $\tilde{R}_{p}(\omega)$ or $R_{p}(t)$, we can show that

$$
\begin{equation*}
\bar{E}-E^{o}=\sum_{p=1}^{P}\left(\bar{E}_{p}-E_{p}^{o}\right) \geq 0 \tag{48}
\end{equation*}
$$

It is important to esphasize that in general

$$
\begin{aligned}
& \bar{E} \notin \sum_{p=1}^{P} \bar{E}_{p} \\
& E^{0} \nLeftarrow \sum_{p=1}^{P} E_{p}^{0}
\end{aligned}
$$

since, e.g.,

$$
\int_{-\infty}^{\infty}\left[\hat{R}_{1}(t)+\hat{R}_{2}(t)\right]^{2} d t \notin \int_{-\infty}^{\infty}\left[\hat{R}_{1}^{2}(t)+\hat{R}_{2}^{2}(t)\right] d t
$$

In the following section of this chapter we will discuss confidence bounds on the errors in the response functions.

### 1.6.5 CONFIDENCE BOUNDS

A confidence bound on the error in a given quantity of interest is the probability that the error is greater than, or less than, some specified value. For example, consider a random variable $v$ which is the sum of a "true" value $v_{o}$ and an error random variable $e_{v}$

$$
\begin{equation*}
v=v_{o}+e_{v} \tag{49}
\end{equation*}
$$

A confidence bound on the error in the quantity $v$ would be expressed as

$$
\begin{equation*}
P\left\{\left|e_{v}\right| \geq e_{o}\right\} \leq b\left(e_{o}\right) \tag{50}
\end{equation*}
$$

In which $b\left(e_{0}\right)$ is a function of the real, positive variable $e_{0}$.
Consider as a specific example the case for which $\left|e_{y}\right|$ is a Rayleigh-distributed random variable with mean-square value $\left\langle e_{v}^{2}\right\rangle$. Then it is easy to show that

$$
\begin{equation*}
P\left\{\left|e_{v}\right| \geq e_{0}\right\}=\exp \left(-e_{0}^{2} /\left\langle e_{v}^{2}\right\rangle\right) \tag{51}
\end{equation*}
$$

and therefore that, e.g.,

$$
\begin{align*}
& P\left\{\left|e_{v}\right| \geq 2\left\langle e_{v}^{2}\right\rangle^{\frac{1}{2}}\right\}=0.018 \\
& P\left\{\left|e_{v}\right| \geq\left\langle e_{v}^{2}\right\rangle^{\frac{1}{2}}\right\}=0.368  \tag{52}\\
& P\left\{\left|e_{v}\right| \geq \frac{1}{2}\left\langle e_{v}^{2}\right\rangle^{\frac{1}{2}}\right\}=0.779
\end{align*}
$$

If the probability density of the random variable of interest is not known, it, is possible to obtain general (but not necessarily tight) confidence bou:ts. A useful starting point for such confidence bounds is the inequality of Bienayme [4]

$$
\begin{equation*}
P\{|x-a| \geq a\} \leq \alpha^{-n} \varepsilon\left\{|x-a|^{n}\right\} \tag{53}
\end{equation*}
$$

in which $x$ is a random variable and $a, \alpha$ and $n$ are parameters. In this chapter we have agsumed that mean-square values of the error randoin variables of interest will be available; so let us choose $a=0, x=e q$, $\alpha=e_{0}$, and $R=2 . \vdots$ Then (53) becomes

$$
P\left\{\left|e_{v}\right| \geq e_{0}\right\} \leq\left\langle e_{v}^{2}\right\rangle / e_{0}^{2}
$$

which is a confidence bound expressed in terms of the mean-square value of the random variable $e_{v}$. To demonstrate that this bound, because of its generality, may not be a tight one, compare (52) with aimilar results from (54)

$$
\begin{align*}
& P\left\{\left|e_{v}\right| \geq 2\left\langle e_{v}^{2}\right\rangle^{\frac{1}{2}}\right\} \leq 0.25  \tag{55}\\
& P\left\{\left|e_{v}\right| \geq\left\langle e_{v}^{2}\right\rangle^{\frac{1}{2}}\right\} \leq 1.0
\end{align*}
$$

Since the probability of any event is less than or equal to unity, the bound (54) is useful only when $\left\langle e_{v}^{2}\right\rangle \leq e_{o}^{2}$.

As a aimple example of the application of a bound of the form of (54), consider an elamentary frequency-domain response

$$
\begin{align*}
\tilde{\mathbf{R}}(\omega) & =\hat{\hat{\tilde{R}}}(\omega)+\tilde{e}_{I}(\omega) \\
& =\hat{\tilde{\hat{R}}}(\omega)\left[1+\tilde{x}_{I}(\omega)\right]  \tag{56}\\
& =\hat{\tilde{R}}(\omega)\left[1+\tilde{x}_{t}(\omega)+\tilde{x}_{s}(\omega)+\tilde{x}_{t}(\omega) \tilde{x}_{s}(\omega)\right]
\end{align*}
$$

The $m=2 n-8 q u a r e ~ v a l u e ~ o f ~ t h e ~ r e l a t i v e ~ e r r o r ~ \tilde{x}_{r}(\omega)$ is

$$
\begin{equation*}
\left\langle\tilde{x}_{I}^{2}(\omega)\right\rangle=\left\langle\tilde{x}_{t}^{2}(\omega)\right\rangle+\left\langle\tilde{x}_{s}^{2}(\omega)\right\rangle+\left\langle\tilde{x}_{t}^{2}(\omega)\right\rangle\left\langle\tilde{x}_{g}^{2}(\omega)\right\rangle \tag{57}
\end{equation*}
$$

Thus, from (54)

$$
\begin{equation*}
\mathrm{P}\left\{\left|\tilde{x}_{r}(\omega)\right| \geq x_{0}\right\} \leq \frac{1}{x_{0}^{2}}\left[\left\langle\tilde{x}_{t}^{2}(w)\right\rangle+\left\langle\tilde{x}_{g}^{2}(w)\right\rangle+\left\langle\tilde{x}_{t}^{2}(w)\right\rangle\left\langle\tilde{x}_{s}^{2}(w)\right\rangle\right] \tag{58}
\end{equation*}
$$

where $x_{0}$ is a real, positive parameter. If

$$
\begin{equation*}
\left\langle\tilde{x}_{t}^{2}(\omega)\right\rangle^{\frac{1}{2}}=\left\langle\tilde{x}_{s}^{2}(\omega)\right\rangle^{\frac{1}{2}}=0.10 \tag{59}
\end{equation*}
$$

then, for example,

$$
\begin{equation*}
\mathrm{P}\left\{\left|\tilde{x}_{\mathrm{r}}(\omega)\right| \geq 0.25\right\} \leq 0.32 \tag{60}
\end{equation*}
$$

implying that the probability that the magnitude of the relative error in the response exceeds $25 \%$ is less than $32 \%$.

Examples of the application of the material in this chapter to epecific problems will be found in Sec. 3.2.5.
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#### Abstract

EMP interaction with electrical aystems inside structures such as aircraft, missiles, satellites and buildings depends upon many factors. To make the interaction analysis tractable the entire process is separated into three approxiwately independent parts which ac_uant for the external interaction, the mode of penetration to the iocerior of the structure, and the excitation of the elements of the electrical system within the structure. The approximations involved in this procedure are that the electromagnetic field external to the atructure is independent of the interior system (i.e., lise oy: cem must be at least partially shielded from the electromagnetic field) and that the mode of penetration is insensitive to the components of the system interior to the structure. This chapter deals with EMP interaction with the outer surface of the outermost layer of a system in the topological model, for example, the exterior surface of the aircraft skin.

Systems such as aircraft and missiles generally have a complete or nearly complete metallic covering that serves as a shield against external electromagnetic fields. The modes of field penecration are, for example, (a) the penetration through windows and holes in the metal covering, through joints in the metal skin, through cracks around access doors and through exhaust ports; (b) the direct excitation of electrical cabling, power lines or other conductors that run outside the metallic covering over a portion of their length and then run inside to some Internal subsystem; (c) the direct excitation of system antennas; and (d) diffusion through the metal skin. Engineering data and formulas pertinent to each of these penetration modes are presented in this chapter.


### 2.1.1 COUPLING

The EMP generated by a nuclear detonation depends upon the height of the burst, the specific device, the distance from the burst, the
height of the observation, and other factors. Instead of considering every possible example of EMP environment, only two canonical environments are presented followed by two convenient approximations. A more general treatment would require canonical environments to be constructed using averages, extreme values (upper and lower bounds), and perhaps statistical distributions of pertinent EMP enviromental parameters [1].

A case of particular interest is the so-called high-altitude EMP resulting from an exoatmospheric nuclear detonation. Beneath the source region in the upper atmosphere the EMP is generally approximated as a spherical wave, while over a small portion of the wave front the EMP may be considered a plane wave with linear polarization (or more accurately, circular polarization with a very slow precession rate). The electric and magnetic fields of the plane-wave EMP can be expressed as

$$
\begin{align*}
& \vec{E}(\vec{r}, t)=\overrightarrow{\mathbf{I}}\left(t-\vec{I}_{\gamma} \cdot \vec{r} / c\right) \\
& \vec{H}(\vec{r}, t)=\frac{1}{Z_{0}} I_{\gamma} \times \vec{E}\left(t-\vec{I}_{\dot{r}} \cdot \vec{r} / c\right) \tag{1}
\end{align*}
$$

where $\vec{f}$ is the waveform, $\vec{I}_{\gamma}$ is the unit vector in the direction of propagation, $Z_{0}$ is the free-space wave impedance and $c$ is the vacuum speed of light. At points in the vicinity of the earth's surface, plane wave reflection can be used to obtain the total electromagnetic field. Throughout this chapter the plane-wave fields as given by (1) are used.

### 2.1.1.1 Difference of Two Exponentials

One commonly used EMP waveform is given by the difference of two exponentials multiplied by a unit-step functiou $u(t)$, viz.

$$
\begin{equation*}
f(t)=E_{0}\left(e^{-t / \tau_{f}}-e^{-t / \tau} r\right)_{u(t)} \tag{2}
\end{equation*}
$$

with the Laplace transform

$$
\begin{equation*}
F(s) \equiv \mathcal{L}\{f(t)\}=\frac{E_{o}}{s+1 / \tau_{f}}-\frac{E_{o}}{s+1 / \tau_{r}} \tag{3}
\end{equation*}
$$

where, typically, the rise time $\tau_{r}=2$ as and the fall time $\tau_{f}=250$ ns. A plot of (2) is shown in Fig. 1. This waveform turns on at $t=0+$ with a finite slope, reaches a peak value in a few nanoseconds, and decays slowly to zero. Its important time-domain characterisicics are sumarized in table 1 and its frequency-domain characteristics in table 2.

### 2.1.1.2 Reciprocal of the Sum of Two Exponentials

Another canonical waveform coming into common uage is the reciprocal of the sum of two exponentials given by

$$
\begin{equation*}
f(t)=\frac{E_{0}}{e^{-\left(t-t_{0}\right) / \tau_{r}}+e^{\left(t-t_{0}\right) / \tau_{f}}} \tag{4}
\end{equation*}
$$



Fig. 1. Two canonical EMP waveforms: $\tau_{r}=2 \mathrm{~ns}, \tau_{f}=250 \mathrm{~ns}, \mathrm{t}_{\mathrm{o}}=0$.
table 1. thar-domain characteristics of tho canonical emp haveforms

|  | $f_{1}(t)=E_{0}\left(e^{-t / \tau} f-e^{-t / \tau} r_{u(t)}\right.$ | $f_{2}(t)=E_{0}\left[e^{-\left(t-t_{0}\right) / \tau_{r}}+e^{\left(t-t_{0}\right) / \tau_{f}}\right]^{-1}$ |
| :---: | :---: | :---: |
| Rise Times (10\% - 90\%) <br> Peak Values <br> Duration of Pulse (for <br> Decay to $10 \%$ of Peak) $\int_{-\infty}^{\infty} f(t) d t$ | $\begin{gathered} 2.2 \tau_{r} \\ E_{0}\left[1+\left(\tau_{r} / \tau_{f}\right)\left(\ell n\left[\tau_{r} / \tau_{f}\right\}-1\right)\right] \\ 2.3 \tau_{f} \\ E_{o} \tau_{f} \end{gathered}$ | $\begin{gathered} 4.4 \tau_{r} \\ E_{0}\left[1+\left(\tau_{r} / \tau_{f}\right)\left(\ln \left\{\tau_{r} / \tau_{f}\right\}-1\right)\right] \\ t_{0}+2.3 \tau_{f} \\ E_{0} \tau_{f} \end{gathered}$ |


with the two-sided Laplace tranaform

$$
\begin{equation*}
F(s) \equiv \mathcal{L}\{f(t)\}=\frac{E_{0} \pi \tau_{r} \tau_{f}}{\tau_{r}+\tau_{f}} \csc \left[\frac{\pi \tau_{r}}{\tau_{r}+\tau_{f}}\left(\tau_{f} g+1\right)\right] e^{-s t_{0}} \tag{5}
\end{equation*}
$$

This type of waveform, shown in Fig. i:is sanilar to the waveform (2) except that the rise is of an exponential form with $n$.) discontinuity in the function or its derivatives. Consequently, the waveform (2) has much more high-frequency content and a correspondingly faster ( $10 \%-90 \%$ ) rise time for the same parameters $\tau_{r}$ and $\tau_{f}$. The waveform (4) Is of interest because it is wore consistent with the exponential growth of the nuclear radiation emanating initially from a burst. Its important time- and frequency-domain characteristics are given in tables 1 and 2 .

### 2.1.1.3 Unit-Stap Pulse

Many interaction applications depend primarily on the mid-frequency
 domain representation

$$
\begin{equation*}
F(s)=E_{0} / s \tag{6}
\end{equation*}
$$

approximates the inic-frequency content very well. The inverse Laplace trandorm of (6) yields the unit-step waveform representation for the EMP

$$
\begin{equation*}
f(t)=E_{o} u(t) \tag{7}
\end{equation*}
$$

which is mathematicaily mora convenient than either of the canonical waveform (?) and (4), aind yut its interaction is essenticlly the same as the "aritual" EMP Interuction over an appropriate frequency range.

### 2.1.1.4 Unit-Step With Exponential Decay

Another nathematically simple waveform approximation to the EMD is the unit step with exponentiul decay

$$
\begin{equation*}
f(t)=E_{0} e^{-t / \tau_{u(t)}} \tag{8}
\end{equation*}
$$

with Laplace transform given by

$$
F(s)=\frac{E_{o}}{s+1 / \tau_{f}}
$$

which accurately represents the low- and mid-frequency content of the two canonical pulses (2) and (4).

### 2.1.2 PROPAGATION

### 2.1.2.1 Low and Intermediate Frequencies

In the study of EMP interaction with the metallic or other highly conducting covering of electrical systems it is expedient to idealize the actual surface configuration of the covering. Resulta for such idealized configurations should be, to a suitable degree of approximation, appropriate for the actual configurations. In this section, both frequency-domain and time-domain results for the external surface current and charge densities are presented for a few generic configurations -- the prolate spheroid, the right circular cylinder, and perpendicularly crossed cylinders. More complex structures such as the intersecting cylinder model and the bodyof $\sim$ revolution model of an aircraft are also treated. In each case the incident wave is a plane-wave EMP. Questions of modeling procedures and accuracy are also addressed. Sample calculations are provided to illustrate the applications of the formulas, tables and parametric data curves.

### 2.1.2.1.1 Prolate Spheroid

A common idealized configuration is the prolate spheroid (Fig. 2). As $h+a$ the spheroid becomes a sphere, and for $h \gg$ a it approaches a slender rod. Hence this configuration has a wide range of application.

The transformstions between the cylindrical coozdinates ( $z, r, \phi$ ) and the prolate spheroid coordinates ( $\xi, \zeta, \phi$ ) are (Fig. 2)

$$
\begin{align*}
& z=\text { he } \xi \zeta \\
& x=\text { he } \sqrt{\left(\xi^{2}-1\right)\left(1-\zeta^{2}\right)}  \tag{9}\\
& \phi=\phi .
\end{align*}
$$



Fig. 2. Plane wave broadside incident on a prolate spheroid.
where the eccentricity e is given by

$$
\begin{equation*}
e=\sqrt{1-(a / h)^{2}} \tag{10}
\end{equation*}
$$

## a. Quasi-Static Surface Current and Charge Densities

At low frequencies for which the wavelength $\lambda \gg h$, the quasi-static approximation may be used to obtain the induced surface current and charge densities $\vec{J}(\zeta, \phi, s)$ and $\rho\left(\zeta, \phi_{2} s\right)$ on the spheroid. When the incident electric and magnetic fields are directed parallel to the $z$-axis and the negative $y$-axis, respectively (Fig. 2), one has [2,3]

$$
\begin{align*}
& J_{\phi}(\zeta, \phi, s)=\frac{2 H^{1}(s)}{2-\alpha_{0}} \sqrt{\frac{1-e^{2}}{1-e^{2} \zeta^{2}}} \zeta \sin \phi  \tag{11}\\
& J_{\zeta}(\zeta, \phi, s)=\frac{2 H^{1}(s)}{2-\alpha_{0}} \cos \phi+\operatorname{s\varepsilon _{0}a} \frac{\mathrm{E}^{1}(s)}{2\left(1-\alpha_{0}\right)} \sqrt{1-\zeta^{2}}  \tag{12}\\
& \rho(\zeta, s)=\frac{\varepsilon_{0} E^{i}(s)}{1-\alpha_{0}} \sqrt{\frac{1-e^{2}}{1-e^{2} \zeta^{2}}} \zeta \tag{13}
\end{align*}
$$

where

$$
\begin{equation*}
\alpha_{0}=\frac{1}{e^{2}}\left[1+\frac{1}{2} \frac{1-e^{2}}{e} \ln \left(\frac{1}{1} \frac{-e}{+e}\right)\right] \tag{14}
\end{equation*}
$$

Note that on the surface of the spheroid

$$
\begin{equation*}
\xi=1 / e, \quad \zeta=z / h \tag{15}
\end{equation*}
$$

Eqs.(11) - (13) are derived from exact solutions of a magnetostatic and an electrostatic boundary-value problem.
b. Intermediate-Frequency Surface Current and Charge Densities

In the mid-frequency range where $\lambda \sim h$, the total surface current density on an electrically thin spheroid ( $\lambda \gg$ a) may be obtained by combining the quasi-static current distributions, (11) and (12), and the total axial current $I(\zeta, s)$, namely [4]

$$
\begin{equation*}
\xi(\zeta, \phi, s)=\frac{I(\zeta, s)}{2 \pi r} \dot{I}_{\zeta}+\frac{2 \mathrm{H}^{1}(s)}{2-\alpha_{0}}\left\{\sqrt{\frac{1-\mathrm{e}^{2}}{1-\mathrm{e}_{\zeta}^{2}{ }^{2}}} \zeta \sin \phi{I_{\phi}}+\cos \phi \mathbf{I}_{\zeta}\right\} \tag{16}
\end{equation*}
$$

where $r=a \sqrt{1-\zeta^{2}}$, and the first term on the right-hand side reduces to the second term on the right-hand side of (12) at low frequencies.

The singularity-expansion representations of the total axial current $I(\zeta, s)$ and the corresponding surface charge density $\rho(\zeta, s)$ are [5]

$$
\begin{align*}
& I(\zeta, s)=\sum_{\alpha=1}^{\infty}\left[\frac{s}{s_{\alpha}\left(s-s_{\alpha}\right)}+\frac{s}{s_{\alpha}^{*}\left(s-s_{\alpha}^{*}\right)}\right] \eta_{\alpha}(s) I_{\alpha}(\zeta)  \tag{17}\\
& \rho(\zeta, s)=\sum_{\alpha=1}^{\infty}\left[\frac{1}{s_{\alpha}\left(s-s_{\alpha}\right)}+\frac{1}{s_{\alpha}^{*}\left(s-s_{\alpha}^{*}\right)}\right] \eta_{\alpha}(s) \rho_{\alpha}(\zeta) \tag{18}
\end{align*}
$$

where the class-2 coupling coefficient $\eta_{\alpha}(s)$, the natural modes $i_{\alpha}(\zeta)$ and $\rho_{\alpha}(\zeta)$, and the natural frequency $s_{\alpha}$ are given by [6]

$$
\begin{align*}
& \eta_{\alpha}(s)=\frac{2 \pi c}{2_{0} \psi_{a}} \int_{-1}^{1} i_{\alpha}(\zeta) E_{\zeta}^{1}(\zeta, \delta) d \zeta  \tag{19}\\
& i_{\alpha}(\zeta)=\sin [\alpha \pi(1+\zeta) / 2]  \tag{20}\\
& \rho_{\alpha}(\zeta)=-\frac{\alpha}{4 a h} \frac{\cos [\alpha \pi(1+\zeta) / 2]}{\sqrt{1-e^{2} \zeta^{2}}}  \tag{21}\\
& s_{\alpha} \mu \frac{c}{2 h \psi_{a}}\left[j \alpha \pi \psi_{a}-E(2 \alpha \pi)\right] \tag{22}
\end{align*}
$$

Here, the antenna parameter $\psi_{a}$ and the function $E$ are defined by

$$
\begin{gather*}
\psi_{a}=2 \ln (2 h / a)-0.614  \tag{23}\\
E(2 \alpha \pi)=0.577+\ln (2 \alpha \pi)-C i(2 \alpha \pi)+. j S i(2 \alpha \pi) \tag{24}
\end{gather*}
$$

and $C 1$ and $S i$ denote the cosine and sine integrals [7].
In the case of an incident plane wave propagating parallel to the $x$-axis with $\mathbb{E}^{1}$ parallel to the z-axis (Fig. 2), the coupling coefficient $\eta_{\alpha}$ defined by (19) is found to be

$$
\begin{equation*}
\eta_{\alpha}(s)=\frac{8 c}{\alpha Z_{o} \psi_{a}} E^{i}(s) e^{\gamma a}, \quad \alpha=1,3,5, \ldots \tag{25}
\end{equation*}
$$

for slender spheroids ( $a \ll h$ ). Formulas (22) and (25) are tabulated in tables 3 and 4, along with the solutions obtained by some elaborate numerical methods.

The frequency-domain current $I(0, j \omega)$ at the mid-points of several thin prolate spheroids and the frequency-domain charge density $\rho(1, j \omega)$ at their tips are tabulated in tables 5 and 6 for a broadside incident plane wave (Fig. 2). Although only two modes from (17) and (18) are used in the computation, the computed results differ from the exact results for

 WITH BROADSIDE ILLLMTNTTION ( $k=\omega / c$ ), $k I(0, j \omega) / E^{i}(j \omega)$

| keh | a/b | Formula (17)* | Prolate SpheroidExact Calculation | Cylinder-Approx. Numerical Calculation |
| :---: | :---: | :---: | :---: | :---: |
| 1.2 | 0.01417 | $\cdots 2.96+j 7.39$ | $1.662+17.306$ | $3.852+110.45$ |
| 1.571 | 0.01417 | 20.33-j12.69 | $27.37-50.043$ |  |
| 2.0 | 0.01417 | 2.18-j9.37 | $7.200-110.86$ | 5.96-j12.20 |
| 3.0 | 0.01417 | 0.18-j4.96 | 3.640- 98.278 | 5.431- 39.754 |
| 1.212 | 0.1406 | 10.11 + j10.32 | 8.136 + 714.39 | 3.469-98.279 |
| 1.586 | 0.1406 | 20.79-j10.15 | . 37 | 27.72 + ${ }^{2} 2.128$ |
| 2.02 | 0.1406 | 7.54-j13.15 | .37- j0.2501 | 16.60-j10.95 |
| 3.03 | 0.1405 | $2.07-38.87$ | 18.23-j10.08 | 12.82-j10.91 |
|  |  |  | $13.99-\mathrm{j} 11.22$ | $12.23-\mathrm{j} 14.01$ |


| kh | $a / h$ | Formula (18)* | Exact Solution |
| :---: | :---: | :---: | :---: |
| 1.571 | 0.01417 | -2.444-j38.75 | -8.167- 552.16 |
| 1.586 | 0.1406 | -17.73-j39.22 | -0.4746-951.94 |

*Only two modes are used for the aumerical data.
the induced axial current by less than $50 \%$, and at the first resonance the difference is less than 16\%. It is expen:ted, however, that the accuracy of (16) is considerably greater than that: of (17) because (16) invoives an accurate determination of the contribution of the quasi-static current. The accuracy of the formula (16) should be within about $15 \%$ of the actual value induced on a prolate spheroid.

As mentioned in Sec. 2.1.1.3, the intermediate-frequency representation of the nuclear EMP is given by

$$
\begin{equation*}
E^{1}(s)=E_{0} / s \tag{26}
\end{equation*}
$$

which is the spectrum of a unit-step pulse. When this expression is substituted in (17) and (18) and inverse Laplace transforms are performed one obtains the following time-domaln results

$$
\begin{align*}
& I(\zeta, t)=2 \operatorname{Re}\left[\sum_{\alpha=1}^{\infty} \eta_{\alpha}\left(s_{\alpha}\right) i_{\alpha}(\zeta) e^{s_{\alpha}(t-\zeta h / c \cos \theta)}\right] u(t-\zeta h / c \cos \theta)  \tag{27}\\
& \rho(\zeta, t)=2 \operatorname{Re}\left[\sum_{\alpha=1}^{\infty} \eta_{\alpha}\left(s_{\alpha}\right) \rho_{\alpha}(\zeta) \frac{e^{s_{\alpha}(t-\zeta h / c \cos \theta)}-1}{s_{\alpha}}\right] u(t-\zeta h / c \cos \theta) \tag{28}
\end{align*}
$$

where Re denotes the real part of the expression, and $\theta$ is the angle between the z-axis and the direction of propagation (Fig. 2). Expression (27) is plotted in Fig. 3 for $\theta=90^{\circ}$ along with some accurate numerical result for a right circular cylinder [9].

## c. Simple Estimate of the Time-Domain Current

For the class of slender cylinder-like objects it is possible to derive a simple formula for estimating the time-domain response of the axial current to a unit-gtep incident pulse. First, the object is represented by an equivalent right circular cylinder (thus the object must at least be similar to a cylinder) with an equivalent radius a ${ }_{e q}$ defined as

$$
\begin{equation*}
a_{\mathrm{eq}} \equiv P / 2 \pi \tag{29}
\end{equation*}
$$



Fig. 3. Total axial current at $z=0$ induced by a unit-atep pulse.
where $P$ is the perineter of the cross section of the object. Note that this procedure for estimating the current is valid only when

$$
\begin{equation*}
L \gg a_{e q} \tag{30}
\end{equation*}
$$

where $L$ is the total axial length of the object.
Second, the axial current is obtained by using [10]

$$
\begin{equation*}
I(z, t)=\frac{L H^{1}}{\ln \left(L / 4 a_{e q}\right)} f_{I}(z / L, c t / L) \tag{31}
\end{equation*}
$$

where $I(x, t)$ is the current through the cross section at $z$ at time $t$ and $H^{i}$ is the amplitude of the incident magnetic field. The function $f_{I}$ is presented in Fig. 4 for $z / L=0,1 / 4$, and broadside incidence.


Fig. 4. Normalized axial current for a unit-step incident pulse. $u=z / L, \quad \tau=c t / L ; L=2 h$.

## d. Ground Plane Effects

If the ground is highly conducting, i.e., if $\sigma_{g} \gg \omega \varepsilon_{g}$, where $\sigma_{g}$ and $\varepsilon_{g}$ are the ground conductivity and permittivity, then the interaction of the object near the ground can be treated by image theory (Fig. 5). In this case the ground. plane can be replaced by the image of the object over the ground. Both the object and its image are then considered to be illuminated by the direct plane wave and the ground-reflected plane wave (the plane wave from the image source). For a poorly conducting ground, however, a much more complicated analysis is required (see, for example,[11]).

Two specific orientations are of primary interest, $\theta_{0}=0$ (horizontal wires) and $\theta_{0}=\pi / 2$ (vertical wires). For the vertical configuration the interaction between the wire and its image can be neglected if $h-L / 2 \gg a$, where the wire length is $L$, the wire radius is a and the height above ground of the center of the wire is $h$. In this case the current and charge induced on the vertical wire can be obtained as described above except that now there are two plane waves incident on the wire (direct- and ground- reflected).


Fig. 5. Arbitrazily oriented wire close to a ground plane with image wire showa.

In the case where the vertical wire is in contact with a perfectly conducting ground plane, the wire together with its image should be considered as a single wire of length 4 h . Detailed information on a single wire in free space can be found in [12].

The interaction of a horizontal wire with the ground plane is considerably more aignificant than that of a vertical wire. When the horizontal wire is close to the ground, it and its image form a two-wire trangmigsion ine, which is a very high-Q resonant structure. Results in terns of SEM parameters can be found in [13].

For a horizontal slender spheroid over a perfectly conducting ground immersed in a plane wave shown in Fig. 6 , the induced surface current is approximately given by

$$
\begin{equation*}
J_{\zeta}(\zeta, \phi, s) \propto \frac{I(\zeta, s)}{2 \pi r} g_{I}(\zeta, \phi)+2\left(H_{\phi}^{1}+H_{\phi}^{r}\right) \tag{32}
\end{equation*}
$$



Fig. 6. Cross-sectional view of a horizontal slender prolate spheroid over a ground plane with plane wave illumination. $\mathbb{E}^{1}$ is parallel to the axis of the prolate spheroid.
where (sce Fig. 2)

$$
\begin{align*}
g_{I} & =\frac{\sqrt{1-(r / h)^{2}}}{1+r / h \cos \phi}  \tag{33}\\
r & =a \sqrt{1-\zeta^{2}} \tag{34}
\end{align*}
$$

$$
\begin{equation*}
I(\zeta, s)=\sum_{\alpha=1}^{\infty}\left[\frac{s}{s_{\alpha}\left(s-s_{\alpha}\right)}+\frac{s}{s_{\alpha}^{*}\left(s-s_{\alpha}^{*}\right)}\right] \eta_{\alpha}(s) i_{\alpha}(\zeta)\left[1-e^{-\gamma \Delta}\right] \tag{35}
\end{equation*}
$$

with $\Delta=2 \mathrm{~h} \tan \theta$ sin $\theta$, and $n_{\alpha}$ and $1_{\alpha}$ respectively given by (19) and (20). Typical results for the natural frequencies and coupling coefficients for a unit-step incident wave ( $\mathrm{E}^{1}=1 \mathrm{~V} / \mathrm{m}$ ) are given in table 7.

TABLE 7. NATURAL FREQUENCIES AND COUPLING COEFFICIENTS FOR A HORIZONTAL WIRE (OR SLENDER PROLATE SPHEROID) OF LENGTH L AND RADIUS a ABOVE A GROUND PLANE ( $2 \mathrm{~h} / \mathrm{L}=0.4, \theta=0^{\circ}, \mathrm{L} / \mathrm{a}=20$ )

| $\alpha$ | $s_{\alpha} L / c$ | $n_{\alpha} \times 10^{3} / c$ |
| :---: | :---: | :---: |
| 1 | $-0.08985+j 2.5918$ | $4.675-j 0.9449$ |
| 2 | $-\infty$ | 0.0 |
| 3 | $-0.64293+j 8.0338$ | $1.390+j 1.110$ |
| 4 | $-\cdots$ | 0.0 |

### 2.1.2.1.2 Right Circular Cyinder

The geometry is shown in Fig. 7, where an E-polarized or H-polarized wave is normally incident upon an open-ended tubular cylinder of radius a extending from $z=-h$ to $z=h$. When the electric vector of the incident wave is parallel to the cylinder axis, the wave is said to be E-polarized.


Fig. 7. An E-polarized or H -polarized wave' incident on an openended cylindrical tube.

When the magnetic vector of the incident wave is parallel to the cylinder axis, the wave is H-polarized. The surface current and charge densities to be presented below are the sums of those on the inner and outer surfaces of the tube. When ka $<1$, the inside of the tube is well below cutoff for waveguide modes, so that the interior surface current and charge densities are very small except within a distance $d \sim$ a from the open ends.

Experiments indicate that the exterior current density on an openended tube differs little from that on a similar tube whose ends are closed by flat conducting disks [14].

The axial and circumferential components of the induced surface current density are of the following form [15], in which $k$ is used instead of $\gamma$ and the dependence of $\vec{J}$ and $\rho$ on $k$ should be understood.

E-polarized field

$$
\begin{align*}
& J_{z}(\phi, z)=A(k z)+B(k z) \cos \phi+C(k z) \cos 2 \phi+D(k z) \cos 3 \phi+\ldots  \tag{36}\\
& J_{\phi}(\phi, z)=-j\left[B^{\prime}(k z) \sin \phi+C^{\prime}(k z) \sin 2 \phi+D^{\prime}(k z) \sin 3 \phi+\ldots\right] \tag{37}
\end{align*}
$$

## H-polarized field

$$
\begin{align*}
& J_{\phi}(\phi, z)=A_{H}(k z)+B_{H}(k z) \cos \phi+C_{H}(k z) \cos 2 \phi+D_{H}(k z) \cos 3 \phi+\ldots  \tag{38}\\
& J_{z}(\phi, z)=-j\left[B_{H}^{\prime}(k z) \sin \phi+C_{H}^{\prime}(k z) \sin \hat{\lambda} \phi+D_{H}^{\prime}(k z) \sin 3 \phi+\ldots\right] \tag{39}
\end{align*}
$$

In which the coefficient functions $A(k z)$, . . also depend upon ka and kh. The infinite series implied by (35)-(39) converge rapidiy when ka $\leq 1$. When $k a=1$, the expressions given explicitly above are adequate to represent accurately the surface current density components. When ka $\leq 0.1$, only the terms through $\sin \phi$ and $\cos \phi$ are required.

As $k h+\infty$, the coefficient functions $A(k z)$, ... cease to depend on $k z$ and approach the constant values for an infinitely long cylinder which are given in table 8. In what follows, A, . . . denotes the constant value approached by $A(k z), \ldots$ as $k h \rightarrow \infty$.

The induced surface charge density is given for either polarization by

$$
\begin{equation*}
\rho(\phi, z)=(j / c)\left(\frac{1}{k} \frac{\partial J_{z}}{\partial z}+\frac{1}{k a} \frac{\partial J_{\phi}}{\partial \phi}\right) \tag{40}
\end{equation*}
$$

a. Cylinder of Finite Length ( $k h \geq 1$ )

## E-polarization

Conrenient approximate expressions for the coefficient functions A(kz), . . . in (36) are as follows

$$
\begin{align*}
& A(k z) \simeq\left(A+A_{1} \cos k h\right) e(k z)+A_{1}(\cos k z-\cos k h)  \tag{41}\\
& B(k z)=\left(B+B_{1} \cos k h\right) e(k z)+B_{1}(\cos k z-\cos k h)  \tag{42}\\
& C(k z) \simeq C_{I} e(k z)  \tag{43}\\
& D(k z) \simeq D_{R} e(k z) \tag{44}
\end{align*}
$$

TABLE 8. FOURIER COEFFICIENTS IN mA/V FOR INFINITELY LONG CYLINDER

E-Polarization: $E_{z}^{1}=1 \mathrm{~V} / \mathrm{m}$
$J_{z}(\phi)=A+E \cos \phi+C \cos 2 \phi+D \cos 3 \phi+E \cos 4 \phi+\ldots$

| $k a$ | $A=A_{R}+j A_{I}$ | $B=B_{R}+j B_{I}$ | $C=C_{R}+j C_{I}$ | $D=D_{R}+j D_{I}$ | $E=E_{R}+j E_{I}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.01 | $16.83-j 50.59$ | $-5.30-j 0.00$ | $0.00+j 0.03$ | $0.00-j 0.00$ | $0.00-j 0.00$ |
| 0.05 | $6.86-j 13.60$ | $-5.28-j 0.01$ | $0.00+j 0.13$ | $0.00-j 0.00$ | $0.00-j 0.00$ |
| 0.10 | $5.03-j 7.74$ | $-5.23-j 0.04$ | $0.00+j 0.26$ | $0.01-j 0.00$ | $0.00-j 0.00$ |
| 0.50 | $2.94-j 1.39$ | $-4.47-j 0.74$ | $-0.01+j 1.24$ | $0.16-j 0.00$ | $0.00-j 0.01$ |
| 1.00 | $2.18-j 0.25$ | $-3.28-j 1.85$ | $-0.14+j 2.04$ | $0.58-j 0.00$ | $0.00-j 0.10$ |

H-Polarization: $\quad H_{Z}^{1}=2.65 \mathrm{~mA} / \mathrm{m}$

$$
J_{\phi}(\phi)=A_{H}+B_{H} \cos \phi+C_{H} \cos 2 \phi+D_{H} \cos 3 \phi+E_{H} \cos 4 \phi+\ldots
$$

| $k a$ | $A_{H}=A_{H R}+j A_{H I}$ | $B_{H}=B_{H R}+j B_{H I}$ | $C_{H}=C_{H R}+j C_{H I}$ | $D_{H}=D_{H R}+j D_{H I}$ | $E_{H}=E_{H R}+j E_{H I}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.01 | $-2.65-j 0.00$ | $0.00+j 0.05$ | $0.00-j 0.00$ | $0.00-j 0.00$ | $0.00-j 0.00$ |
| 0.05 | $-2.64-j 0.01$ | $0.00+j 0.27$ | $0.00-j 0.00$ | $0.00-j 0.00$ | $0.00-j 0.00$ |
| 0.10 | $-2.61-j 0.02$ | $0.00+j 0.54$ | $0.01-j 0.00$ | $0.00-j 0.00$ | $0.00-j 0.00$ |
| 0.50 | $-2.23-j 0.37$ | $0.48+j 2.62$ | $0.33-j 0.00$ | $0.00-j 0.03$ | $0.00-j 0.00$ |
| 1.00 | $-1.64-j 0.92$ | $1.27+j 3.41$ | $1.33-j 0.11$ | $0.00-j 0.21$ | $-0.03-j 0.00$ |

In which $A_{1}=(1 / 2)[A(0)-A(\pi)], B_{1}=(1 / 2)[B(0)-B(\pi)]$, and

$$
e(k z)= \begin{cases}1, & 0 \leq|z| \leq(h-d)  \tag{45}\\ \sin [\pi(h-|z|) / 2 d], & h-d \leq|z| \leq h\end{cases}
$$

dis a characteristic distance which is usually set equal to a. The approximate formulas (41) - (44) are valid when $\mathrm{kh} \geq \pi / 2$. The constant coefficients $A, B, C_{I}$ and $D_{R}$ are tabulated in table 8 , whereas $A_{1}$ and $B_{1}$ can be found from Figs. 8 and 9.

## H-polarization

The component $J_{\phi}(\phi, z)$ on tubular conductors of finite length differs Iittle from that on an infinitely long cylinder, except near the open ends where it rises sharply. The coefficients given in table 8 are good approximations to the functions $A_{H}(k z)$, ... for finite-length cylinders for all values of $|k z| \leq k(h-d)$, where $d$ is of the ordex of $a$.

## b. Electrically Short, Thin Cylinder (kh < 1 )

## E-polarization

When ka $<0.1$, the axial current density $J_{z}(\phi, z)$ is accurately approximated by

$$
\begin{equation*}
J_{z}(\phi, z) \propto A(k z)+B_{R}(k z) \cos \phi \tag{46}
\end{equation*}
$$

The coefficients $A$ and $B_{R}$ at $z=0$ are shown in Fig. 10 as furictions of kh, for $k a=0.01$ and 0.05. $A(k z)$ and $B_{R}(k z)$ are shown in Fig. 11 for $k a=0.05$ as functions of $2 / \mathrm{h}$ with kh as the parameter. When $\mathrm{kh} \leq \pi / 2$, we tiave

$$
\begin{align*}
& A(k z) \approx A(0) \frac{\cos k z-\cos k h}{1-\cos k h}  \tag{47}\\
& B_{R}(k z) \approx B_{R} e^{(k z)} \tag{48}
\end{align*}
$$

In which $A(0)=A+A_{1}$, where $A$ and $A_{1}$ have been defined before.


Fig. 8. Complex Fourier coefficients of the axial surface current density $J_{z}(\phi, z)=A(k z)+B(k z) \cos \phi+C(k z) \cos 2 \phi+D(k z) \cos 3 \phi$ on a tubular cylinder in an E-polarized field ( $\left.\mathrm{E}_{\mathrm{z}}^{\mathrm{i}}=1 \mathrm{~V} / \mathrm{m}\right)$.


Fig. 9. Complex Fourier coefficients in $J_{z}(\phi, z)=A(k z)+B(k z) \cos \phi$ for a tubular cylinder in an E-polarized field ( $E_{z}^{1}=1 \mathrm{~V} / \mathrm{m}$ ).


Fig. 10. Complex Fourier coefficients of surface density of axial current $J_{z}(\phi, 0) \approx A_{R}(0)+j A_{I}(0)+B_{R}(0) \cos \phi$ at $z=0$ on a tubular cylinder in an E-polarized field ( $E_{z}^{i}=1 \mathrm{~V} / \mathrm{m}$ ).


Fig. 11. Complex Fourier coefficients of surface density of axial current $J_{z}(\phi, z) \propto A_{R}(k z)+j A_{I}(k z)+B_{R}(k z) \cos \phi$ on $a$ tubular cylinder in an E-polarized fleld $\left(E_{z}^{1}=1 \mathrm{~V} / \mathrm{m}\right)$.
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The circumferential surface current density $J_{\phi}(\phi, z)$ on an electrically thin cylinder is given approximately by

$$
\begin{equation*}
J_{\phi}(\phi, z) \approx-B_{I}^{\prime}(k z) \sin \phi \tag{49}
\end{equation*}
$$

The function $B_{I}^{\prime}(k z)$ is shown plotted as a function of $z / h$ in Fig. 12 with $k a=0.05$ and kh as the parameter. $J_{\phi}(\phi, z)$ is quite small everywhere except near the open ends, where it rises steeply to values comparable to those of the associated axial component, $J_{Z}(\phi, z) \approx B_{R}(k z) \cos \phi$. In effect, the axial current density approaches an open end on the illuminated half of the cylinder $\left(90^{\circ}<\phi<270^{\circ}\right)$, circulates around the cylinder as a transverse current with maxima at $\phi=90^{\circ}$ and $270^{\circ}$ near the end, and then continues as an oppositely directed axial current on the shadowed side.

## H-polarization

When $k a \leq 0.1$, the circumferential surface current density $J_{\phi}\left(\phi_{s} z\right)$ is well approximated by

$$
\begin{equation*}
J_{\phi}(\phi, z) \simeq-H_{z}^{1}+2 . j H_{z}^{1} \text { ka } \cos \phi \tag{50}
\end{equation*}
$$

except within distances $d \sim$ a from the open ends.
The axial current density $\mathrm{J}_{\mathrm{z}}(\phi, z)$ is approximately given by

$$
\begin{equation*}
J_{z}(\phi, z) \simeq-j B_{H}^{\prime}(k z) \sin \phi \tag{51}
\end{equation*}
$$

When $k a \leq 0.1,\left|B_{H}^{\prime}(k z)\right| \ll\left|A_{H}(k z)\right|$, so that the axial current density is very small on thin cylinders excited by an H-polarized field.

## c. Comparison with Measurements

Experimental results reported in $[15,16]$ show excellent agreement with the theoretical results described above. Some typical results are shown in Fig, 13 for a tube with $\mathrm{ka}=0.05$ and $\mathrm{kh}=0.175 \pi$. In Fig. 14 are shown the scale-model measurements of the induced current density versus frequency on a rigit circular cylinder of length 47 m and radius 2m [17].


Fig. 12. Fourier coefficient $B_{I}^{\prime}(k z)$ of surface density of transverse current $J_{\phi}(\phi, z) \approx-B_{I}^{\prime}(k z) \sin \phi$ on a tubular cylinder in an E-polarized field ( $E_{z}^{1}=1 \mathrm{~V} / \mathrm{m}$ ).

Fig. 13. Measure axial and transverse current densities (in arbitrary units) on a tubular cylinder in an E-polarized ficld. The illuminated side of the cylinder is the portion of the surface $|\phi|>90^{\circ}$.


Fig. 14. Measured current density at the center front and rear of a right circular cylinder with length 47 m and radius 2 m .

### 2.1.2.1.3 Crossed Slender Spheroids or Cylinders

In the study of EMP interaction with aircraft-like configurations it is found that the interaction among the elements (wings, fuselage, etc.) has a significant effect on the natural frequencies of the entire structure. This effect is clearly seen in the case of two perpendicular crossed slender spheroids or cylinders. Fig. 15 illustrates the intersecting spheroid configuration.

## a. Surface Current Density on Crossed Slender Structures

The current density induced on the surface of an intersecting slender spheroid configuration can be expressed efficiently and simply in the SEM formulation. For a given element or arm the surface current density may be approximated by [18]

$$
\begin{equation*}
\vec{J}(z, \phi, s)=\left[\frac{I(z, s)}{2 \pi r(z)}+\varepsilon H_{\phi}^{1}\right] I_{\zeta}+H_{z}^{1}(1-\gamma a \cos \phi) I_{\phi} \tag{52}
\end{equation*}
$$



Fig. 15. Parameters of intersecting spheroids.
where $I(z, s)$ is the total axial current and, as before, $r(z)=a \sqrt{1-(z / h)^{2}}$ (see Fig. 2).

In order to express the axial current on the structure it is convenient to use $1 \times 3$ matrices for the currents and the current modes, namely

$$
\left[\begin{array}{l}
I_{f}(z, s)  \tag{53}\\
I_{a}\left(z^{\prime}, s\right) \\
I_{w}(x, s)
\end{array}\right]=\sum_{\alpha=1}^{\infty}\left[\left(\frac{s}{s_{\alpha}\left(s-s_{\alpha}\right)}+\frac{s}{s_{\alpha}^{*}\left(s-s_{\alpha}^{*}\right)}\right)\right] \eta_{\alpha}(s)\left[\begin{array}{c}
1_{\alpha}^{f}(z) \\
1_{\alpha}^{a}\left(z^{\prime}\right) \\
i_{\alpha}^{W}(x)
\end{array}\right]
$$

Here $z, z^{\prime}$ and $x$ are element coordinates defined in Fig. $15, \eta_{\alpha}$ is the coupling coefficient defined by (19), and the elements of the current mode matrix are

$$
\begin{align*}
& \mathrm{I}_{\alpha}^{\mathrm{f}}(z)=\mathrm{C}_{\alpha}^{\mathrm{f}} \frac{\sin k_{\alpha}\left(l_{f}-z\right)}{\sin k_{\alpha} l_{f}} \\
& \mathrm{I}_{\alpha}^{a}\left(z^{\prime}\right)=C_{\alpha}^{a} \frac{\sin k_{\alpha}\left(l_{a}-z^{\prime}\right)}{\sin k_{\alpha}{ }^{\prime}}  \tag{54}\\
& 1_{\alpha}^{W}(x)=C_{\alpha}^{W} \frac{\sin k_{\alpha}\left(l_{w}-x\right)}{\sin k_{\alpha}{ }_{W}}
\end{align*}
$$

where $k_{\alpha}=\operatorname{Re}\left(-j \gamma_{\alpha}\right)$ and $C_{\alpha}^{f}$, etc. are current mode amplitudes. It may be noted that only one $\ell_{w}$ element current is considered, since the currents on the $\ell_{w}$ elements can be separated into symmetric and antisymmetric parts with respect to the $\ell_{\mathrm{E}}$ and $\ell_{f}$ elements (Fig. 16). The antisymmetric part does not couple to the $\ell_{a}$ and $\ell_{f}$ elements and can therefore be obtained from the analysis of an isolated spherold. For the symmetric part ( $l_{w}$ element currents being antiparallel), however, coupling does occur and the foregoing expressions apply specifically. For a more decitled discussion of the component separation see [19].


Fig. 16. Decomposition of current into symmetric and antisymmetric parts.

Values for the natural frequencies, coupling coefficients and current mode amplitudes are given in tables 9 and 10 for aircraft-like parameters and topside incidence in which $\vec{E}^{1}$ is parallel to the $\ell_{a}$ and $\ell_{f}$ elements and $\vec{k}$ is perpendicular to the plane of Fig. 15. An extensive siudy of the SEM paraweters as a function of the system configuration can be found in [19].

The accuracy of (53) should be within 10 to $20 \%$, while (52) should be much more accurate, with less than $10 \%$ error.
TABLE 9. NATURAL FREQUENCIES, CURRENT MODES AND COUPLING COEFFICIENTS FOR PERPENDTCUAR in free space with topside incidence ( E $^{1}$ |l $\left.\mathrm{L}=2 \ell_{w}=\ell_{a}+\ell_{f}, \mathrm{~L} / \mathrm{a}=20, \ell_{a}=\ell_{f}\right)$

| $\alpha$ | $s_{\alpha^{L / c}}$ | $\eta_{\alpha} \times 10^{3} /\left[\mathrm{cE}^{1}\left(\mathrm{~s}_{\alpha}\right)\right]$ | $c_{\alpha}^{\text {a }}$ | $\mathrm{c}_{\alpha}^{\text {f }}$ | $\mathrm{c}_{\alpha}^{\mathrm{W}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | -0.4203 + $\ddagger 2.508$ | -4.464-j2.068 | $1.00+\mathrm{j} 0.00$ | -0.505-j0.120 | $-0.246+\frac{}{\text { j0.0599 }}$ |
| 2 | $-0.1140+\mathrm{j} 3.257$ | 0.0 | $-0.942+j 0.181$ | +0.942 + $\mathbf{j} 0.0181$ | -0.942-j0.0181 |
| 3 | $-0.9173+j 6.709$ | 0.0 | $-0.442+j 0.0538$ | $-0.442+10.0538$ | +0.442-j0.0538 |
| 4 | -0.9528 + 58.294 | -2.167-j1.750 | $1.00+\mathrm{j} 0.00$ | -0.227-j0.0928 | $-0.387+\mathbf{j} 0.0464$ |
| 5 | $-2.699+j 12.49$ | 0.0 | -0.754-j0.204 | -0.754-j0.204 | +0.754 + j0.204 |

table 10. natural frequencies, current modes and coufling coefficients for perpendicular crossed hires in free space with topside incidence ( $\overrightarrow{\mathrm{E}}^{\mathrm{i}} \| \ell_{\mathrm{a}}$ and $\varepsilon_{\mathrm{f}}$ ELEMENTS, $\left.\mathrm{L}=2 \ell_{\mathrm{w}}=\ell_{\mathrm{a}}+\ell_{\mathrm{f}}, \mathrm{L} / \mathrm{a}=20, \ell_{\mathrm{f}}=\ell_{\mathrm{a}} / 2\right)$ and ${ }^{2} \mathrm{f}$ ELEMENTS,

| $\alpha$ | $s_{\alpha}^{L / c}$ | $n_{\alpha} \times 10^{3} /\left[\mathrm{cE}^{\mathrm{i}}\left(\mathrm{s}_{\alpha}\right)\right]$ | $\mathrm{C}_{\alpha}^{\mathrm{a}}$ | $\mathrm{C}_{\alpha}^{\mathrm{f}}$ | $\mathrm{c}_{\alpha}^{\mathrm{w}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $-0.2935+j 2.292$ | $-4.556-j 1.763$ | $1.00+j 0.00$ | $-0.309+j 0.0712$ | $-0.340-j 0.0356$ |
| 2 | $-0.3356+j 3.839$ | $+1.921+j 2.238$ | $0.0439+j 0.156$ | $0.972+j 0.00648$ | $-0.464+j 0.0749$ |
| 3 | $-0.6608+j 6.066$ | $-0.9255+j 0.8373$ | $-0.504-j 0.0154$ | $+0.595-j 0.0378$ | $-0.0453+j 0.0266$ |
| 4 | $-1.006+j 8.156$ | $+1.515+j 0.9595$ | $0.921+j 0.0530$ | $+0.652+j 0.0443$ | $-0.786-j 0.0486$ |
| 5 | $-1.867+j 14.01$ | $+1.580+j 2.858$ |  |  |  |

## b. Surface Charge Density on Crossed Slender Structures

From (53) one obtains, via the continuity equation, the charge densities

$$
\left[\begin{array}{l}
\rho_{f}(z, s)  \tag{55}\\
\rho_{a}\left(z^{\prime}, s\right) \\
\rho_{W}(x, s)
\end{array}\right]=\sum_{\alpha=1}^{\infty}\left[\left(\frac{1}{s_{\alpha}\left(s-s_{\alpha}\right)}+\frac{1}{s_{\alpha}^{*}\left(s-s_{\alpha}^{*}\right)}\right)\right] \eta_{\alpha}(s)\left[\begin{array}{c}
\rho_{\alpha}(z) \\
\rho_{\alpha}^{a}\left(z^{\prime}\right) \\
\rho_{\alpha}^{W}(x)
\end{array}\right]
$$

with the $\rho_{\alpha}$ given by

$$
\begin{align*}
& \rho_{\alpha}^{f}(z)=-\frac{k_{\alpha}}{2 \pi a_{f}} \frac{\cos \left[k_{\alpha} \ell_{f}\left(1-z / \ell_{f}\right)\right]}{\sqrt{1-e_{f}^{2}\left(z / \ell_{f}\right)^{2}}} \frac{c_{\alpha}^{f}}{\sin k_{\alpha}^{\ell} f} \\
& \rho_{\alpha}^{2}\left(z^{\prime}\right)=-\frac{k_{\alpha}}{2 \pi a_{a}} \frac{\cos \left[k_{\alpha} \ell_{a}\left(1-z^{\prime} / \ell_{a}\right)\right]}{\sqrt{1-e_{a}^{2}\left(z^{\prime} / \ell_{a}\right)^{2}}} \frac{C_{\alpha}^{a}}{\sin k_{\alpha}^{\ell} a}  \tag{56}\\
& \rho_{\alpha}^{W}(x)=-\frac{k_{\alpha}}{2 \pi a_{w}} \frac{\cos \left[k_{\alpha}^{\ell} \ell_{w}\left(1-x / \ell_{W}\right)\right]}{\sqrt{1-e_{W}^{2}\left(x / \ell_{w}\right)^{2}}} \frac{c_{\alpha}^{w}}{\sin k_{\alpha}^{\ell}}
\end{align*}
$$

where

$$
\begin{gather*}
e_{f}=\left[1-\left(a_{f} / \ell_{f}\right)^{2}\right]^{\frac{1}{2}}, \quad e_{a}=\left[1-\left(a_{a} / \ell_{a}\right)^{2}\right]^{\frac{1}{2}} \\
e_{w}=\left[1-\left(a_{w} / \ell_{w}\right)^{2}\right]^{3 / 2} \tag{57}
\end{gather*}
$$

It is expected that (55) should be about as accurate as the corresponding current expression (53), i.e., $10-20 \%$ error may occur.

## c. Intersecting Electrically Thick Cylinders

No analytical or numerical determinations of the surface currents and charges on intersecting electrically thick cylinders are available. However, extensive measurements of these quantities have been performed [20]. The
cases studied include three lengths of the horizontal cylinder and two locations along the vertical tube. Graphs of both the axial and transverse components of current density and of the charge density are available for $k a=1$. The axial standing-wave patterns on the illuminated ( $\phi=180^{\circ}$ ) and shadowed ( $\phi=0^{\circ}$ ) sides are clearly shown in Fig. 17 for $k \ell=\pi$, $\mathrm{kh}_{1}=2.5 \pi$ and for $\mathrm{kl}=1.5 \pi, \mathrm{kh}_{1}=2 \pi$. For purposes of comparison, the distribution along an isolated vertical cylinder is also shown.

The following general conclusions can be made regarding the surface current and charge densities on intersecting cylinders with ka $\geq 1$ :
(a) The distributions of current and charge densities are much less sensitive to changes in the lengths of the cylinders when they are electrically thick than when electrically thin.
(b) The distribution of the charge density on an electrically thick cylinder is more sensitive to the nature of the incldent field and the presence, dimensions, and location of an intersecting cylinder than is the distribution of current.
(c) The charge density on the vertical member when excited by an incident E-polarized field (Fig. 7) has significantly different dictributions when the lncident field is not plane, when the horizontal member is absent, its location is changed, or when the arm lengths are varied. The current density is much less affected.
(d) The distribution of the charge density on the horizontal cylinder in an H-polarized field (Fig. 7) is insensitive to the location of its intersection with the vertical member of the cross so long as the arms are equal in length. On the other hand, the amplitude of the axial standing-wave pattern as a function of $\phi$ is sensitive to the length of the arms.
(e) As on the single cylinder, the axial current density on the vertical cylinder is substantially a superposition of forced and resonant components. The changes from the distribution along the single tube when an intersecting cylinder is piesent at different locations and with different arm lengths are due


Fig. 17. Measured surface charge density on crossed cylinders with kh $=3.5 \pi$, $k a=1$ for two locations of the junction and with no cross for normally (topside incidence) incident field, $\vec{E}^{1}=I_{z} \mathbb{E}^{1}$. ( $|\rho|$ in arbitrary units).
primarily to shifts in the relative phases of the forced and resonant components.

In geneial, the distributions $f f$ current and charge on the surface of intersecting electrically thick cylinders are quite similar to those on each of the individual cylinders alone in the same field. The relative amplitudes of the standing waves on the illuminated and shadowed sides of the vertical cylinder may differ considerably, but the standing-wave paiturns are aignificantly changed only quite near the junction region. Thus, a knowiedge of the distributions of current and charge density on single cylinders is of great value in the understanding and interpretation of these quantities on intersecting cylinders and in the rough approximation of their actual values.

## d. Ground PIane Effects

General observations regarding thin crossed cylinders or spheroids close to a ground plane are the same as those for an isolated cylinder or spheroid (see Sec. 2.1.2.1.1d). The surface current density is related to the axial current as given by (32) and the axial current may be expressed as given in (53), but the SEM parameters depend upon the height of the cyilnders. For a typical aircraft-1ike configuration, the SFM parameteis for the first 4 modes are given in table ll. A detailed study of the ground plane effects on the SEM parameters may be found in [13].

### 2.1.2.1.4 Aircraft Models

Complex structures such as aircraft are difficult to model for purposes of analoitical and numerical studies. As of now, there exist several types of simplified models, the most notable of which are (a) the simple stick model [21], (b) the body-of-revoiution model [22], (c) the surface-patch model [23], and (d) the wire-grid model [24]. Information on the computer codes for these models and other models can be found in [25]. The wiregrid model, although adequate for radar cross-section calculation, has many deficiencies in EMP interaction applications [26]. The surface-patch model, although much more accurate in naiure, requires an inordinate amount
table 11. natural frequencies, current modes and coupling coefficients for prrpendicilap crossed WIres parallel to a perfect ground plane with topside incidence and paralifl


of computer time for any EMP timemiomain data and, as of now, numerical data based on this model are lacking. Therefore, the data presented in this section are restricted to the simple stick model and the body-ofrevolution model.
a. SImpi. Stick Models
"Simple" stick models are very useful for estimating the natural frequencies and netural axial current modes of an aircraft [21]. In a simple stick model, currents of the form

$$
\begin{equation*}
I(x)=I_{\text {ind }}(x)+A \sinh \gamma x+B \cosh \gamma x \tag{58}
\end{equation*}
$$

are zssumed on each of the elements or sticks (Fig. 18), where $x$ denotes
 coeffinients. The quantity $I_{\text {ind }}$ denotes the current induced on a wire by an incident plane wave whose magnetic vector is perpendicular to the wire and is given by

$$
\begin{equation*}
I_{i n d}(x)=\frac{-4 \pi E^{i}}{\gamma Z_{0} \Omega_{a} \sin \theta} e^{\gamma x \cos \theta} \tag{59}
\end{equation*}
$$

in which $\Omega_{a}=2 \ln [($ stick length $) /$ (stick radius) $], \vec{\gamma}$ is the propagation vector of the incilent field, $z_{0}$ is the inirinsic impedance of free space,


Fig. 18. A "simple" stick model.
$\mathrm{E}^{i}$ is the incident electric field strength, and $\theta$ is the angle between the propagation vector of the inctdent wave and the negative unit vector along the stick.

Enforcing appropriate end and function conditions on the various stick currencs leads to a system of linear equations for the unknown currcnt cnefficients $A, D$, etc. The resulting equations may be readily solved to yield the resonance frequencies and natural modes of the simple stick model. The damping constants of the natural modes are found by calculating the radiated power and the time-averaged stored energy of each of the natural modes (see Sec. 1.3.3.3).

This rype of model has been used to calculate the first several natural frequencies and natural modes for the B-1, E-4, and EC-135 aircraft for symmetric excitation. The natural modes for the EC-135 model are shown in Fig. 19. The natural frequencies for all three aircraft are shown in the complex s-plane in Fig. 20.

## b. Stick Models and Body-of-Revolution Models

The body-of-revolution model uses axial sections of spheroids and circular cylinders. A sti:k (intersecting cylinders) model of the B-1 aircraft is shown in Fig. 2la, while a body-of-revolution model of an EC-135 aircraft is given in Fig. 2lb.

Integral-equation formulations and numerical techniques are generally required for these models. The numerical solutions based on thesa models must be augmented by the addition of an appropriate magnetostatic teim in order to yield accurate solutions for induced surface current density [23,27]. Figs. 22-34 show some of the results obtajned with these tecniques [18].

In Figs. 22-24 are presented curves of the axial surface current density on models of the $B-1$ aircraft as a function of frequency for three cases: (a) stick model (nimerica" results), (b) a scale stick model (experimental results), and (c) a body-of-revolution model (numerical results).


Fig. 19. EC-135 natural modes. The dashed lines represent the current distribution on the aircraft segments at resonance, while the arrows indicate directions of current flow.


Fig. 20. Aircraft natural frequencies of $\mathrm{B}-1, \mathrm{E}-4$ and EC-135.


Fig. 2la. Stick (intersecting cylinders) model of the B-l aircraft in the wings-forward and wings-swept configurations.


Fig. 21b. Body-of-revolution model of the EC-135 aircraft. Current zones are indicated with dotted lines.

Fig. 22. Current density on the topside of the fuselage 5.0 meters from the nose of the B-1 with wings forward. - scaled stick model experimental data; - - stick model numerical data; .... body-of-revolution code.


Fig. 23. Current density on the topside of the fuselage 22.5 meters from the nose of the $\mathrm{B}-1$ with wings forward. -- scaled stick model experimental data; - - stick model numerical data; .... bodyof revolution code.


Fig. 24. Current density on the bottom of the fuselage 22.5 meters from the nose of the $\mathrm{E}-1$ with wings forward. scaled stick model experimental data; -. - stick model numerical data; .... body-ofrevolution code.


Fig. 25. Comparison of B-1 scale model measurements with numerical results for topside illumination and wings forward at $f=6.4 \mathrm{MHz}$. experimental data; -. - stick model; .... body-ot-revolution model.


Fig. 26. Comparison of $B-1$ scale molel measurements with numerical results for topside illumination and wings swept at $\mathrm{f}=18.16 \mathrm{MHz}$. experimeatal data; -. - stick model; ... body-of-rerolution mode1.


PIg. 27. Current density on the topside of the EC-135 fuselage 22.5 meters from the nose.


Fig. 28. Current density on the topside of the EC-135 fuselage 5.0 meters from the nose.


Fig, 29. Current deasity on the botconalde of the EC-135 fuselage 5.0 meters from the nose.


Fig. 30 . Charge density on the noce of the EC-135 aitcraft.


Fig. 31. Current density on the wing of EC-135. -, - at the top of aircraft with topside $\vec{E}^{1} \|$ fuselage; $\cdots$.. at the bottom of aircraft with topside $\vec{E}^{1}| |$ fuselage, - at the top of aircraft with topside Et $^{-1} \perp$ fuselage, ——— at the bottom of aircraft with topside Er $^{1} \perp$ fuselage.


Fig. 32. Current density on the fuselage of EC-135. $\cdots$. at the top of aircraft with topside $\vec{E}^{i} \|$ fuselage; - at the bottom of aircraft with topside $\mathbb{E}^{1} \|$ fuselage (stick model numerical data).


Fig. 33. Charge density on the vertical stabilizer section at the fuselage vertical stabilizer function of EC-135 (stick model numerical data).


Fig. 34. Charge density on the fuselage of EC-135
(stick model numerical data).

In Figs. 25 and 26 are displayed fuselage sorface current densities for the $B-1$ as functions of position along the fuselage for two different frequencies. Both the wings-forward and wings-swept configurations are shown. The measured data were obtained using a scale model.

Experimental data from scale-model measurements and numerical results from the body-of-revolution model of the EC-135 alrcraft are compared in Figs. ${ }^{2} 7-30$, in which are shown plots of the surface current density and surface charge density at various locations as functions of frequency. Further theoretical (numerical) results are presented in Figs. 31-34.
c. Thick Cylinder and Intersecting Flat Plate

Some experimental data are available for a more complicated model of an aircraft, an intersecting thick cylinder and flat plate [28]. The geometry is shown in Fig. 35. No analytical or numerical data are as yet available.


Fig. 35. Diagram of flat plate crossed with an electrically thick cylinder.

## d. Ground-Plane Effects

The presence of a conducting ground plane beneath an adrcraft causes the incident field to be reflected back onto the aircraft, with a phase shift of approximately $180^{\circ}$ (for a highly conducting ground) for the component of the electric field parallel to the ground (and thus to the wings and fuselage of the aircraft). As a consequence of the reflection the total field illuminating the aircraft has less low-frequency spectral content than the incident EMP.

An additional effect of the ground is the formation of a high-Q transmission-line-like structure comprising the aircraft and its image in the ground plane. These structures resonate at about the same frequencies as the isolatec aircraft but with a higher $Q$.

Some of the results for the induced currents and charges on an aircratt in the ground-alert configuration are summarized below [13].
(a) The presence of the ground plane shifts the resonance frequencies by only a few percent, the lower-frequency resonances being shifted less than the higher-frequency resonances.
(b) The resonant $Q$ 's are greatly increased when the ground plane is present.
(c) For the same incident pulse, the peak current densities observed in the ground-alert configuration are comparable to those occurring in the in-flight configuration.
(d) The presence of the ground plane reverses the importance of the first and second resonances in some cases.
(e) The dc (late-time) component of the induced surface charge density is nonzero for the in-flight configuration and zero for the ground-alert configuration for $\vec{E}^{i}$ parallel to the ground plane.
(f) For the same incident pulse, the peak charge densities observed in the ground-alert configuration are comparable to those occurring in the in-flight configuration, except near the nose and the tip
of the vertical stabilizer. At those locations, the ground-alert peak charge density is about one-third the in-flight peak charge density for $\vec{E}^{1}$ parallel to the ground plane.

### 2.1.2.1.5 Modeling Accuracy

a. Model Selection

The features of the structure that should be included in the model depend upon their relative size and the accuracy desired. For example, should the engine nacelles be included in the model? If the current and/or charge is needed in the vicinity of the nacelle it is obvious that the nacelle is needed in the model. At distances frow a surface protrusion (such as an engine nacelle) large in comparison with the dimensions of the protrusion, the effect of its presence may be neglected.

Fig. 36 is a crossed-wire model for the EC-135 aircraft which may be used to advantage in determining the interaction of the aircraft with the EMP because of the physical simplicity of the model.


Fig. 36. Crossed-wire model of the EC-135 aircraft.

A comparison $n E$ time-domain peak currents $I_{\text {peak }}$ and times $t_{c}$ of the fixst zero crossing deriver from the crossed-wire model and the body-ofrevolution wodel are shown tn taile 12 . Th. comparisons are quite favorable in view of the difierence in complexity of the models. Althougl the current peak values compare quite well, only the currents on the forward fuselage and at the wiag-fuselage junction have approximately the same time histories.

TABLE 12. COMIPARISON OF RESULTS FROM THE CROSSED-WIRE MODEL WITH THE BODY-Ot-REVOLUTLON MODEL FOR THE EC-135 AND A TODSIDE INCIDENT UNIT-STEP PULSE (See Fig. 36 for the definition of $x, y$ coordinates)

| Quantity | Location | CrossedWire Model | Body-of-Revolution Model |
| :---: | :---: | :---: | :---: |
| Resonant Freq. | --- | 2.4 MHz | 2.6 MHz |
| $I_{\text {peak }}$ <br> $t_{c}$ | $y=0-$ | $\begin{aligned} & 0.16 \mathrm{~A} \\ & 204 \mathrm{~ns} \end{aligned}$ | 0.13 A <br> 206 ns |
| $I_{\text {peak }}$ ${ }^{t}$ c | $y=0+$ | $\begin{aligned} & 0.108 \mathrm{~A} \\ & 138 \mathrm{~ns} \end{aligned}$ | $0.096 \mathrm{~A}$ <br> 118 ns |
| $\begin{gathered} I_{\text {peak }}(2 n d \text { peak }) \\ t_{c} \end{gathered}$ | $x=0+$ | $\begin{aligned} & 0.064 \mathrm{~A} \\ & 214 \mathrm{~ns} \end{aligned}$ | $0.0709 \mathrm{~A}$ <br> 207 ns |
| $\begin{aligned} & \rho_{\text {peak }^{\prime}\left(\varepsilon_{0} E^{I}\right)}^{\rho(t+\infty)!}\left(\varepsilon_{0} E^{i}\right) \end{aligned}$ | nose | $\begin{array}{r} 12.9 \\ 9.9 \end{array}$ | $\begin{aligned} & 27.6 \\ & 19.8 \end{aligned}$ |
| peak <br> $p(t-i \infty)$ | wing tip | $\begin{aligned} & 6.5 \\ & 2.6 \end{aligned}$ | $\begin{array}{r} 27.0 \\ 6.1 \end{array}$ |
| $\begin{aligned} & \rho_{\text {peak }} /\left(\varepsilon_{0} E^{1}\right) \\ & \rho(t \rightarrow \infty) /\left(\varepsilon_{0} E^{i}\right) \end{aligned}$ | $\begin{aligned} & \text { vercicel } \\ & \text { stabilizer } \\ & \text { tip } \end{aligned}$ | 21.4 12.9 | $\begin{aligned} & 26.4 \\ & 10.2 \end{aligned}$ |

Also included in table 12 are comparisons of the charge densities. These are not as favorable as the current comparisons, since the charge densities are cowpared at the ends of the elements where the crossed-wire model has flat end-faces and the body-of-revolution model has ellipscidal eud-faces. The points selected for comparison represent points at which the charge density is largest. In table $12, \rho_{\text {peak }}$ is the peak value of the charge density and $\rho(t \rightarrow \infty)$ is the asymptotic value of the charge density.

## b. Accuracy of the Results

It is difficult to quote an accuracy that can be achieved through theoretical analysis. Generally, when the physical structure is simple, errors of less than a few percent can be achieved in predicting the surface fields. However, if the structure is very complex, such as an aircraft, then error of a factor of two is probably the best that can be presently achieved.

### 2.1.2.2 High Frequencies

The transient surface current and charge densities are calculated in this section for certain simple-shaped geometries to demonstrate the utility and accurscy of the high-frequency expressions given in Sec. 1.4.3. The expressions can be used in several ways to obtain the transient response of an object. For example, they can be used in conjunction with incermediatefrequency spectral components to obtain the time-domain response by a numerical inversion, such as the FFT. Alternatively, the high-frequency solutiors can be analytically transformed to the time domain and then smoothly joined to the intermediate-time results which may be obtained, for example, by the SEM or the solution of a time-domain integral equation.

### 2.1.2.2.1 Wedges

According to Sec. 1.4.3 the induced transient surface current and charge densities on the horizontal face of a wedge (Fig. 37) can be written as

$$
\begin{align*}
& \vec{J}(x, t)=2 \vec{I}_{y} \times \vec{H}^{i}(x, t) u\left(\pi-\phi^{\prime}\right)+\vec{J}^{d}(x, t)  \tag{60}\\
& \rho(x, t)=2 \varepsilon \vec{I}_{y} \cdot \vec{E}^{i}(x, t) u\left(\pi-\phi^{\prime}\right)+\rho^{d}(x, t)
\end{align*}
$$



Fig. 37. Plane wave normally incident on a perfectly-conducting wedge.
in which $u\left(\pi-\phi^{\prime}\right)$ is the unit-step function. The first term on the ight hand side is just the geometrical optics contribution.

In the $T E$ case where $\vec{H}^{i}$ is parallel to the $z$-axis (or edge) and given by

$$
\begin{equation*}
\vec{H}^{i}(x, y, t)=I_{z} u\left[t+\left(x \cos \phi^{\prime}+y \sin \phi^{\prime}\right) / c\right] \tag{61}
\end{equation*}
$$

one has (cf. Sec. 1.4.3.5.2)

$$
\begin{equation*}
\vec{J}(x, s)=\vec{I}_{x} \frac{1}{s} D_{h}\left(\vec{I}^{1}, \vec{I}^{d}, x, s\right) \frac{e^{-s x / c}}{\sqrt{x}} \tag{62}
\end{equation*}
$$

for the diffracted current density in the s-domain, and

$$
\begin{align*}
\rho^{d}(T)= & \frac{1}{c} j_{x}^{d}(T)+\frac{d}{c}(T-1) J_{x}^{d}(T) \\
& -\frac{1}{c} \int_{1}^{T} J_{x}^{d}\left(T^{\prime}\right) d T^{\prime}, \quad T \geq 1 \tag{63}
\end{align*}
$$

for the charge density in the $t$-domain, where $T=c t / x$. Eq. (63) shows that for very early times after the arrival of the diffracted wavefront ( $t \approx x / c$, i.e., $T \simeq 1$ )

$$
\begin{equation*}
\rho^{d}(T) \simeq \frac{I}{c} J_{x}^{d}(T) \tag{64}
\end{equation*}
$$

The edge diffraction coefficient $D_{h}$ in (62) is first introduced in (210) of Sec. 1.4.3.5.2; its explicit expressions for the half-plane and the ordinary wedge formed by two intersecting plane surfaces can be found in [29].

In the $T M$ case the incident electric fteld $\vec{E}^{ \pm}$is given by ( 61 ) with $\vec{G}^{1}$ replaced by $\vec{E}^{i} / Z_{0}$. Since $\Psi_{y} \cdot \vec{E}(x, t)=0$ everywhere, one has

$$
\begin{align*}
& \rho(x, t)=0  \tag{65}\\
& J_{z}^{d}=-H_{x}^{d}(x, t)
\end{align*}
$$

Eq. (65) is obtained from $\mathrm{E}_{\mathrm{z}}^{\mathrm{d}}(\mathrm{x}, \mathrm{t})$ via Maxweli's equations and an integration with respeci to time.

Calculations of the surface current and charge densities on the top face of a right-angle wedge and half-plane are presented in Figs. 38 and 39 for both TE and TM polarizations. The tiansient responses to a step-function pulse for various angles of incidence $\phi^{\prime}$ are exhibited. The GTD (Geometrical. Theory of Diffraction) curves in Fig. 38e, are calculaced using the edge diffraction coefficients given by Keller [30]; chese diffraction coefficients are not valid at the shadow and reflection bousdaries, where they becom: infinite. The UTD (Uniform Theory of Diffraction) curves are calculated from the uniform diffraction coefficients geven in [29]. The exact curves are calculated from exact, closed-form time-domain solutions given in [31-33].

In Fig. 38a it is apparent that numerical results based on the Giv are valid only for very early times after the arrival of the diffracted wavefront at ct/ $x=1$, whereas those besed on the UTD are seen to be in remarkable agreement with exact calculations for intermediate and even for late times; this is further confirmel by comparing the UTO curves in Fig. 38b with the exact curves in Fig. 38c. The numerical results for the half-plane shown in Fig. 39 reveal that there is essentially no difference between the UTD and exact values.


Fig. 38. Surface current densities on a right-argle wedge illuminated by a TE step-function plane wave calculated from (a) GTD, UTD, and exact solutions, (b) the UTD sulution, and (c) the exact solution.


Fig. 39. Surface current densities on a half-plane illuminated by (a) a TE step-function plane wave, and (b) a TM step-function plane wave, calculated from the UTD and exact solutions.

When the top face is illuminated, the simple response predicted by geometrical optics for the interval $-\cos \phi^{\prime}<T<1$ is evident. The response curves for the right-angle wedge ( $n=3 / 2$ ) and half-plane ( $n=2$ ) are quite similar. For late times the response for the $T E$ case approaches $2 / n$, where $n \pi$ is the exterior angle of the wedge. Thus the response at intermediace and late times of the right-angle wedge is somewhat larger than that of the half plane.

Additional numerical results for the transient fields diffracted by " perfectly conducting wedges illuminated by step-function plane waves can be found in [33-35]. It shonld be mentioned that an interesting closedform result for the diffraction of the pulsed field from an electric (or magnetic) dipole in the presence of a perfectly conducting wedge has recently been obtained [36].

### 2.1.2.2.2 Cylinders

The transient current and charge densities induced on a perfectly conducting circular cylinder can be obtained analytically by inversetransforming the high-frequency expressions given in Sec. 1.4.3.5.4 on the shadow side ( $\pi / 2<\phi<3 \pi / 2$ ) of the cylinder. The corresponding highfrequency expressions on the illuminated side $(0<|\phi|<\pi / 2)$ can be obtained from the Luneberg-Kline series $[37,38]$ and can easily be transformed to the time domain. The representation breaks down close to the shadow boundary.

Tlime-domain data for the surface current on a circular cylinder are given in Fig. 40 for $T E$ and $T M$ step-function incident plane waves. In the shadow region the early-time response for the JM case is much weaker than that for the TE case, which is expected because of the greater attenuation experienced by the TM surface ray modes. The curves in Fig. 40a appear to be approaching the late-time limit of unity, and so it is believed that they are resonably accurate for intermediate times. It should be emphasized that the results in Fig, 40 were calculated from an exact inversion of the high-frequency solution.


Fig. 40. Surface current densities on a circular cylinder illuminated by (a) a TE step-function plane wave, and (b) a TM step-function plane wave, calculated from the GTD solution.

The transient response in the shadow region begins at ct/a $=\phi \cdots \pi / 2$, and in Fig. 40 a senond rise in the response at $3 \pi / 2-\phi$ is evident for the $95^{\circ}$ and $135^{\circ}$ curves. This is due to the arrival of the wavefront from the shadow boundary at $3 \pi / 2$.

The early-time response curves in the illuminated region are seen to be useful only for relutively short times compared with the curves for the shadow region. This may be due to che fact that the high-frequency solution on the illuminated side, based on the Luneberg-Kline series, is not as accurate as that on the shadow side. The high-frequency solution on the shadow side can be used right up to the shadow boundary, whereas for the illuminated side it breaks down quickly as the boutlary is approached. Perhaps this difficulty could be overcome by using solutions valid for the transition regions, which join smoothly with those for the shadow and illuminated regions, such as those described in [40].

As in the case of the wedge, there is no surface charge density in the TM case. In the TE case the surface charge density in the time domain can be found from the inversion of the expression given in Sec. 1.4.3.5.4. Additional numerical results for the transient suiface currents on circular cylinders are given in [38].

### 2.1.2.2.3 Aircraft Model

The basic aircraft nudel that has been used extensively for GTD calculations is shown in Fig. 41, where che infinitely leng, perfectly conducting elliptic cylinder models the fuselage while the flat, perfectly conducting plates model the aircraft wings. Also in Fig. 41 are shown the high-frequency surface current and charge densities for various incidence angles $\phi^{\prime}$ of a TE incident plane wave [41]. The dimensions chosen ( $a=b=3.5$ meters) correspond to those of a 747 aircraft. The corresponding results for a $T M-t y p e$ incident wave are in general smaller.

### 2.1.2.3 Large Appendages

In this section data are presented for the effects of electrically large appendages on the induced currents and charges on aircraft, missiles


Fig. 41. (a) Surface current density and (b) surface charge density at $z=0$ and $\phi=60^{\circ}$ on a $747(a=b=3.5 \mathrm{~m})$ aircraft for a $T E$ incident plane wave with various angles of incidence $\phi^{\prime}$.
and ground-based communications systems. The appendages considered include long trailing-wire antennas on alicraft, exhaust plumes associated with missiles in powered filght, and wires/cables external to ground facilities.

### 2.1.2.3.1 Trailing-Wire Aircraft Antennas

Two different VLF/LF transmitting antennas are shown in Fig. 42. These antennas operate in the frequency range $17-60 \mathrm{kHz}$, and are tuned by varying the wire lengths. The longer of the two wires in the counterpoise antenna or the single trailing wire can extend as much as 8.5 km behind the aircraft. Some data will be given in this section regarding the effect of the presence of this long wire on the currents and charges induced on the aircraft itself when the whole system is illuminated by an EMP, especially in the frequency range below the first resonance of the aircraft.

$2.5 \mathrm{~km}<\mathrm{L}<8.5 \mathrm{~km}$

Fig. 42. (a) Dual-wire (counterpoisa) and (b) trailing wire VLF/LF antennas.

A simplified model encompassing the salient features of the problem is shown in Fig. 43. The aircraft is modeled by a simple stick model (see Sec. 2.1.2.1.4a). The trailing wire is attached to the aircraft to the bottom of the fuselage under the wings. The current $I_{w}$ injected from the long wire into the aircraft is given by [42]

$$
\begin{equation*}
I_{w}=\frac{4 \pi Z_{0}^{\prime}(\omega)}{j k Z_{0}} \frac{\frac{1-F(L)}{1+F(L)}+\frac{\sec \left(k \ell_{3}\right)-\sec \left(k \ell_{1}\right)}{j\left[\tan \left(k \ell_{1}\right)+2 \tan \left(k \ell_{2}\right)+\tan \left(k \ell_{3}\right)\right]}}{\frac{1+F^{2}(L)}{1-F^{2}(L)} \psi_{a}+\frac{1}{j\left[\tan \left(k \ell_{1}\right)+2 \tan \left(k \ell_{2}\right)+\tan \left(k \ell_{3}\right)\right]}} \tag{66}
\end{equation*}
$$

where $E_{0}^{\prime}(\omega)$ is the spectrum of the incident EMP of the form of the difference of two exponentials as given by (2), i.e.,

$$
\begin{equation*}
E_{0}^{\prime}(\omega)=E_{0}\left(\frac{\tau_{f}}{1+j \omega \tau_{f}}-\frac{\tau_{r}}{1+j \omega \tau_{r}}\right) \tag{67}
\end{equation*}
$$

with $\tau_{f}=0.25 \mu \mathrm{~s}, \tau_{r}=2 \mathrm{~ns}$, and the function $F(L)$ is given by

$$
\begin{equation*}
F(L)=\frac{\ln \left[1-2 \pi j /\left\{\ln \left(\Gamma k^{2} a^{2}\right)-\ln \left[k L+\left(k^{2} L^{2}+\Gamma^{-2}\right)^{\frac{1}{2}}\right]+3 \pi j / 2\right\}\right]}{\ln \{1-2 \pi j /[2 \ln (\Gamma k a)+3 \pi j / 2]\}} e^{-j k L} \tag{68}
\end{equation*}
$$



Fig. 43. Stick-model aircraft with attached trailing-wire antenna and topside incidence $\left(\ell_{1}=13 \mathrm{~m}, \ell_{2}=20 \mathrm{~m}, \ell_{3}=34 \mathrm{~m}, \mathrm{~L}=8.473 \mathrm{~km}\right.$, $a=2 \mathrm{~mm}$ ).
with $\psi_{a}=-2 \ln (\Gamma k a)-j \pi$, and $\Gamma=1.81072 \ldots$
The currents induced on the stick-model aircraft itself are

$$
\begin{align*}
& I_{1}\left(\xi_{1}\right)=\frac{4 \pi E_{o}^{\prime}}{Z_{0} \Omega_{a}^{j k}} \xi_{1}\left(\xi_{1}\right)-I_{w} g_{1}\left(\xi_{1}\right)  \tag{69}\\
& I_{2}\left(\xi_{2}\right)=\frac{4 \pi E_{o}^{\prime}}{Z_{0} \Omega_{a}^{j k}} h\left(\xi_{2}\right)-I_{w} g_{2}\left(\xi_{2}\right)  \tag{70}\\
& I_{3}\left(\xi_{3}\right)=\frac{-4 \pi E_{0}^{\prime}}{Z_{0} \Omega_{a}^{j k}} f_{3}\left(\xi_{3}\right)-I_{w} g_{3}\left(\xi_{3}\right) \tag{71}
\end{align*}
$$

where $\Omega_{a}=2 \ln (L / a)$, with $L$ being the length of the trailing wire and $a$ its radius, and
$f_{q}(\xi)=\cos (k \xi)-1+\sin (k \xi)\left\{\tan \left(k \ell_{n}\right)+j^{n-1} \sec \left(k \ell_{n}\right)\left[\sec \left(k \ell_{3}\right)-\sec \left(k \ell_{1}\right)\right]\right.$

$$
\begin{equation*}
\left.x\left[\tan \left(k \ell_{1}\right)+2 \tan \left(k \ell_{2}\right)+\tan \left(k \ell_{3}\right)\right]^{-1}\right\}, n=1,3 \tag{72}
\end{equation*}
$$

$g_{n}(\xi)=\sin (k \xi) \sec \left(k \ell_{n}\right) /\left[\tan \left(k \ell_{1}\right)+2 \tan \left(k \ell_{2}\right)+\tan \left(k \ell_{3}\right)\right], \quad n=1,2,3$,
$h(\xi)=\sin (k \xi) \sec \left(k \ell_{3}\right)\left[\sec \left(k \ell_{3}\right)-\sec \left(k \ell_{1}\right)\right] /\left[\tan \left(k \ell_{1}\right)+2 \tan \left(k \ell_{2}\right)+\tan \left(k \ell_{3}\right)\right]$

The coordinates $\xi_{1}, \xi_{2}$ and $\xi_{3}$ are shown in Fig. 43. The expressions (66) (74) have been derived by neglecting the damping of the aircraft resonancer. This effect can be included by expanding each of che currents in MittagLeffler series and then introducing the damping for each resonance (cf. Sec. 2.1.2.1.4a).

The frequency variation of the total induced current at two points on the etick-model aircraft is shown in Figs. 44 and 45. The results shown are for a double exponential EMP with topside incidence (Fig. 43) and


Fig. 44. Spectral density of the total induced fuselage current at the miclpoint between the nose and the wing root.


Fig. 43. Spectral density of the total fisduced fuselage current at the midpoint between the empennage and the wing root.
spectrum given by (67). Results are shown for frequencies beiow one MHz only, since the effect of the trailing wire on the aircraft currents is not so important in the resonance region of the aircraft [42]. It should be emphasized that the topside-incidence case does not give the maximum effect of the crailing wire on the induced currents and charges on the aircraft. The maximum effect seems to occur when the direction of incidence is nearly parallel to the wire and toward the aircraft.

### 2.1.2.3.2 Exhaust Plumes.

The ionized exhaust gases ejected from a missile in powered flight behave like a conductive extension of the missile. The presence of this exhaust plume san affect the response of the missile to EMP excitation In $a^{+}$. Ieast two ways: (a) the conducting plume may significantly affect the surface currents induced on the missila body, and (b) the induced currents in the plume itself may couple directly to the interior of the misstle through the nozzle assembly. Only the first effect will be discussed here, as the second is not at all well understood at present.

## a. Missile-Plume Models

The simplest model for a missile-piume configuration is a this cylinder of constant radius a and axially varying alectrical properties. The geometry for such a model is shown in Fig. 46 The missile itssif extends from $z=0$ to $z=\ell_{m}$; the plume extends below the missile to $z=\ell_{m}+\mathcal{L}_{p}$. The total axial current $I(z)$ at any octnt $z$, where $0<z<\ell_{m}+\ell_{p}$, can be determined frum the solution of an integral equation [43-46]. The limitations of this model and approach are that (a) only the axial current can be calculated; (b) it is necessary that $\left.\ell_{m}+\ell_{p}\right) / a \gg 1$; (c) the junction between the missile and the plume is assumed to be a slraple electrical connection between two objects having different electrical conductivities. Recently, some limited results have been presented for a model in which the missile is treated as a conducting rod of conductivity $\sigma_{\text {em }}$ and the plume is modeled as a homogeneous lossy dielectric body of revolution attached to the conducting rod [44]. However, we shall here restrict attention to the wore completely developed thincyilnder model for the missile and pluae.


Fig. 46. The thin-cylinder model for a missile-plume configuration.

## b. Electrical Plume Parameters

At low altitude a plume is usually modeled as a thin cylinder of radius a desaribed by an equivalent internal impedance per unit length $z_{i}^{\prime}(2)$

$$
\begin{equation*}
z_{i}^{\prime}(z)=\hat{E}_{z}(z) / I(z) \tag{75}
\end{equation*}
$$

In which $Y(z)$ is the axial current at position $z$ and $\hat{E}_{z}(z)$ is the average total axial electric field at the plume surface

$$
\begin{equation*}
\hat{E}_{z}(z) \equiv \frac{1}{2 \pi} \int_{0}^{2 \pi} E_{z}(a, \phi, z) d \phi \tag{76}
\end{equation*}
$$

The principal contribution to the conductivity of the plume is the motion of free electrons under the influence of an applied field. The effective permittivity and conductivity of the plume in the cold-plasma model are

$$
\begin{align*}
& \varepsilon_{e p}=\varepsilon_{0}\left[1-\frac{\omega_{p}^{2}}{\omega^{2}+v^{2}}\right] \\
& \sigma_{e p}=\varepsilon_{0} \frac{\omega_{p}^{2}}{\omega^{2}+v^{2}} \tag{77}
\end{align*}
$$

In which $v$ denotes the collision frequency and $\omega_{p}$ the plasma frequency

$$
\begin{equation*}
\omega_{p}^{2}=n_{e} e^{2 /\left(m_{e} \varepsilon_{0}\right)} \tag{78}
\end{equation*}
$$

where $n_{e}$ is the free-electron density in the $p l u m e$, and $e$ and $m_{e}$ are respectively the electron charge and mass. In the frequency range of interest for EMP studies, $\omega \ll \nu$ and $\omega \ll \omega_{p}$, so that

$$
\begin{equation*}
\sigma_{e p} \simeq \varepsilon_{o} \omega_{p}^{2} / \nu \tag{79}
\end{equation*}
$$

Is a good approximation for the plume conductivity. Note that this approximate expression is independent of $\omega$. In general, both $v$ and $\omega_{p}$ depend on the axial and radial spatial coordinates of the plume.

The equivalent internal impedance $Z_{i}^{\prime}$ per unit length of the plume is calculated from a knowledge of, or assumptions concerning, the functional dependence of $\omega_{p}$ and $v$ on position in the plume. Results for three distinct plume models will be presented here. The simplest plume model is the homogeneous-plume model which is based on the assumption that the plume conductivity is constant everywhere within the plume. For this model the equivalent internal impedance $Z_{i}^{\prime}$ per unit length is

$$
\begin{equation*}
z_{i}^{\prime}(z)=\frac{1}{2 \pi a}(1+j) \sqrt{\frac{\omega \mu_{o}}{2 \sigma_{e p}}} \text { (homogeneous plume) } \tag{80}
\end{equation*}
$$

Another plume model is the so-called tapered-plume model [45,46] which utilizes an assumed exponential variation for the plume conductivity, namely

$$
\begin{equation*}
\sigma_{e p}(z)=\sigma_{e p}(0) e^{-\alpha z}, \quad\left(\ell_{\mathrm{m}}+\ell_{p}>z>\ell_{\mathrm{m}}\right) \tag{81}
\end{equation*}
$$

in which $\alpha$ is a constant. The internal impedance $Z_{i}^{\prime}$ per unit length is identical to that given in (80) with $\sigma_{e p}$ replaced by (81). The third model is the inhomogeneous-plunie model whose plume conductivity $\sigma_{\text {ep }}$ is allowed to vary as a function of radius and of axial position. The electron density $n_{e}$ and the collision frequency $\nu$ may be calculated by the Aero Chem Low Altitude Plume Program (LAPP) [47] and then used to determine $\sigma_{\text {ep }}$ using (77), but this procedure will cause considerable uncertainty in the results.

Smith, et al. [43] have considered two models of the inhomogeneous plume of finite length. In their first model, the conductivity and the plume radius are functions of axial position, and the conductivity at a given value of $z$ is the maximum value predicted by the LAPP code at that axial position. The ladius of the plume $r_{p}$ is taken to be the radius at which this maximum conductivity occurs. In their second model, the plume radius $r_{p}$ is assumed to be constant and equal to the missile radius, while the conductivity at each $z$ is the maximum value predicted by the LAPP code at that $z$-value. For each of these two models, the equivalent internal impedance $Z_{i}^{\prime}$ per unit length of the plume is of the form

$$
\begin{equation*}
z_{i}^{\prime}(z)=\frac{1}{2 \pi r_{p}(z)}(i+j) \sqrt{\frac{\omega \mu_{o}}{2 \sigma_{e p}(z)}} \tag{82}
\end{equation*}
$$

In summary, the various plume models use dyfferent approaches to the calculation of $z_{i}^{\prime}(z)$; but in each case the plume is modeled as a thin cylinder of radius a. Only the form of the axial variation in $z_{i}^{\prime}(z)$ differs among the models.

Fig. 47a shows frequency-domain results for a homogeneous-plume model for various conductivity values, while Fig. 47 b exhibits similar data for a different angle of incidence [44]. In the case of broadside incidence, the presence of the plume tends to suppress the missile current, while at near grazing incidence, the plume tends to enhance the missile carrent.


Fig. 47a. Current magnitude on a thin-cylinder model of 3-meter missile ( 6.4 cm radius) with 6-meter trailing plume ( $f=50 \mathrm{MHz}$, broadside incidence $\theta_{1}=90^{\circ}$ ); homogeneous-plume model; $\sigma_{e m}=\infty, \lambda E^{1}=1$ volt ( $\lambda$ is wavelength).


Fig. 47b. Current magnitude on a thin-cylinder model of 3-meter missile
( 6.4 cm radius) with 6 -meter trailing plume ( $\theta_{I}=30^{\circ}, \mathrm{f}=50 \mathrm{MHz}$ ); homogeneous-plume model; $\sigma_{\text {em }}=\infty, \lambda E^{1}=1$ volt.

Fig. 48a shows the dependence of the missile current on wavelength for the homogeneous-plume model, while Fig. 48 b shows this same dependence for an inhomogeneous plume whose conductivity profile is given in [43]. The unitstep transient response for a homogeneous plume and a tapered plume are shown respectively in Figs. 49a and 49b [48].

## c. Validity of Approximations

Almost all the plume calculations presently employ the cold-plasma approximation. A plasma is considered to be "cold" when

$$
\begin{equation*}
\frac{v_{t}}{v_{p}}=\frac{\text { electron thermal velocity }}{\text { EM wave phase velocity }} \ll 1 \tag{83}
\end{equation*}
$$

For EMP problems it can be shown that

$$
\begin{equation*}
\frac{v_{t}}{v_{p}(\omega)} \simeq 5.2 \times 10^{-4} \sqrt{\frac{\mathrm{Tn}_{\mathrm{e}}}{\omega v}} \tag{84}
\end{equation*}
$$

Fig. 50 presents curves of the ratio $v_{t} / v_{p}$ versus frequency for $a_{e}=10^{18} \mathrm{~m}^{-3}, v=10^{9} \mathrm{sec}^{-1}$, and a temperature ranging from $500^{\circ} \mathrm{K}$ to $4000^{\circ} \mathrm{K}$. Froin these curves one can find the frequency range in which the cold-plasma approximation is not violated.

### 2.1.2.3.3 External Wires and Cables

Long, thin conductors outside the first layer of shieliding often occur in ground-based systems. Examples of such conductors are power lines, commication cables, metal piping, and similar appendages for stationkeeping and communication. These conductors provide paths along which EMP-induced currents and charges may propagate toward the facility. Of primary interest is the Thevenin or Norton equivalent source representing the voltage or current delivered to the facility end of the conductor.

There are two categories of external conductors: awove-ground conductors and those at or below the surface. The above-ground conductors are exposed to the incident EMP for the short time that elapses before the reflection from the ground arrives. Buried conductors are exposed only

(a)


F1g. 48a. Comparison of magnitude of current on missile without a plume and missile with a homogeneous plume. Length of missile $\ell_{m}=0.39 \lambda$ (near resonance) and $\ell_{m}=0.09 \lambda$ (electrically short); $\sigma_{\text {ep }}=0.25 \mathrm{mho} / \mathrm{m}$, $\sigma_{e m}=3.54 \times 10^{7} \mathrm{mho} / \mathrm{m}, \lambda \mathrm{E}^{1}=1$ voit, $\theta_{1}=90^{\circ}$.

(b)


Fig. 48b. Comparison of magnitude of current on missile without a plume and missile with an inhomogenerus plume. Length of missile $\ell_{m}=0.39 \lambda$ (near resonance) and $\ell_{m}=0.09 \lambda$ (electrically short); $\sigma_{e m}=3.54 \times$ $10^{7} \mathrm{mho} / \mathrm{m}, \lambda \mathrm{E}^{1}=1$ volt, $\theta_{1}=90^{\circ}$.


Fig. 49a. Unit-step response of missile nozzle current (broadside incidence, homogeneous-plume model, $\left.\sigma_{e m}=\infty, E^{1}=1 \mathrm{~V} / \mathrm{m}\right)$.


Fig. 49b. Unit-step response of wissile nozzle current (broadside incidence, tapered-plume model, $\sigma_{e p}=0.8 \mathrm{e}^{\alpha(1+z / \mathrm{h})}$ mhos, $\left.\sigma_{\text {em }}=\infty, \mathrm{E}^{1}=1 \mathrm{~V} / \mathrm{m}\right)$.


Fig. 50. $\quad v_{t} / v_{p}$ versus frequency ( $n_{e}=10^{18} / \mathrm{m}^{3}, v=10^{9} / \mathrm{sec}$ ).
to that part of the EMP that propagates into the soil. Currents and charges on above-ground conductors are also distinguished by a velocity of propagation close to the speed of light, while their propagation on buried conductors is much slower and accompanied by appreciable attenuation. Because of these differences in propagation characteristics, an above-ground conductor is more sensitive to the direction of incidence of the KMP than a buried conductor.
a. Wire Above Ground
a. 1 Early-Time Response

The response of an above-ground conductor before the arrival of ground reflection is the same as the response of an isolated conductor in space (without a ground plane). The current induced on an infinitely long conductor of radius a in free space is [49]

$$
\begin{equation*}
I(z, s)=\frac{4 E^{1}}{k^{\prime} Z_{o}} \frac{e^{-j k z \cos \theta}}{H_{o}^{(2)}\left(k^{\prime} a\right)} \tag{85}
\end{equation*}
$$

where $k=\omega / c=-j s / c, k \prime=k \sin \theta, H_{0}^{(2)}$ is the Hankel function of the second kind and order zero, $\mathrm{E}^{1}$ is the magnitude of the incident electric field, $\theta$ is the angle between the axis of the wire and the propagation vector of the incident wave, and the magnetic field of the incident wave is perpendicular to the wire. A plot of the current waveform induced by a stepfunction incident. wave is shown in Fig. 51.

## a. 2 Complete Response for Perfectly Conducting Ground

The current induced on an infinitely long wire of radius a at a height $h$ above a perfectly conducting ground plane by a plane wave whose magnetic vector is perpendicular to the axis of the wire is [50]

$$
\begin{equation*}
I(z, s)=\frac{4 E^{1}}{k^{\prime} Z_{0}} \frac{\left(1-e^{-j 2 k^{\prime} h \sin \phi}\right) e^{-j k z \cos \theta}}{H_{0}^{(2)}\left(k^{\prime} a\right)-H_{0}^{(2)}\left(2 k^{\phi} h\right) J_{0}\left(k^{\prime} a\right)} \tag{86}
\end{equation*}
$$



Fig. 51. Current induced on an infinite conductor by a step-function incident wave (transverse magnetic field).
where $\phi$ is the angle of rotation from the ground $j$ lane to the plane defined by the incident propagation vector and wire axis, and $J_{0}$ is the Bessel function of the first kind and order zero. The current induced by a stepfunction incident wave is shown in Fig. 52 for vertical polarization ( $\phi=-90^{\circ}$ ). Also shown as a dashed curve is the transmission-line solution.


Fig. 52. Current induced on an infinite conductor over a perfectly conducting ground plane by a step-function incident wave (transverse magnetic field).

## a. 3 Late-Time Response (Imperfect Ground)

An approximation to the late-time current or voltage induced on a long, thin wire parallel to the surface of the earth has been obtained from transmission-ine theory [51,52]. Although this apnroach Is valid only when the wire height is small compared to a wavelength (kh << 1), the method gives surprisingly good results even when this condition is not satisfied. (e.g., when kh $\simeq 1$ ).

The current $I(z, s)$ and voltage $V(z, s)^{*}$ at any point $z\left(z_{1} \leq z \leq z_{2}\right)$ along the line is given by

$$
\begin{align*}
& I(z, s)=\left[K_{1}+P(z)\right] e^{-\gamma z}+\left[K_{2}+Q(z)\right] e^{\gamma z}  \tag{87}\\
& V(z, s)=Z_{c}\left\{\left[K_{1}+P(z)\right] e^{-\gamma z}-\left[K_{2}+Q(z)\right] e^{\gamma z}\right\}
\end{align*}
$$

where $K_{1}$ and $K_{2}$ are determined from the terminal conditions at $z=z_{1}$ and $z=z_{2}$ by

$$
\begin{align*}
& K_{1}=\rho_{1} e^{\gamma z_{1}} \frac{\rho_{2} P\left(z_{2}\right) e^{-\gamma z_{2}}-Q\left(z_{1}\right) e^{\gamma z_{2}}}{e^{\gamma\left(z_{2}-z_{1}\right)}-\rho_{1} \rho_{2} e^{\gamma\left(z_{2}-z_{1}\right)}}  \tag{88}\\
& K_{2}=\rho_{2} e^{-\gamma z_{2}} \frac{\rho_{1} Q\left(z_{1}\right) e^{\gamma z_{1}}-P\left(z_{2}\right) e^{-\gamma z_{1}}}{e^{\gamma\left(z_{2}-z_{1}\right)}-\rho_{1} \rho_{2} e^{-\gamma\left(z_{2}-z_{1}\right)}}
\end{align*}
$$

in which $\rho_{1}, \rho_{2}$ are the voltage reflection coefficients at $z_{1}, z_{2}$ respectively. The coupling functions $P(z)$ and $Q(z)$ are related to the total impressed field $E_{z}$ by
> * It is to be noted that $V$ is the voltage of the TEM mode on the transmission line. The total voltage $V^{t}$ is equal to $V+V^{i}$, where $V^{i}$ is the potential directly related to the incident electric field. At the ends of the linr, $\mathrm{V}^{1}$ must be taken into account.

$$
\begin{align*}
& P(z)=\int_{\pi_{1}}^{z} e^{\gamma v} \frac{E_{z}(v)}{2 z_{c}} d v \\
& Q(z)=\int_{z}^{z_{2}} e^{-v v} \frac{E_{z}(v)}{2 Z_{c}} d v \tag{89}
\end{align*}
$$

The coefficients $K_{1}$ and $K_{2}$ account for the effects of the terminating fapedances and the reflections therefroms wille $P$ and $Q$ account fur the accumulation of the incremental coupled currents propagating in the positive and negative $z$ directions.

The propagation factor $\gamma$ and the line characteristic impedance $Z_{c}$ in (87) for an imperfect ground are given approximately by [53]

$$
\begin{align*}
\gamma & =j k H(s) \\
Z_{c} & =Z_{c}^{o} H(s) \tag{90}
\end{align*}
$$

where $Z_{c}^{0}$ is the characteristic impedance of the line for perfectly conducting ground, and $\mathrm{H}(\mathrm{s})$ is given by

$$
\begin{equation*}
H(s)=\left[1+\left(\ln \frac{2 h}{a}\right)^{-1}\left(\ln \frac{1+\sqrt{s \tau_{h}}}{\sqrt{s \tau_{h}}}\right)+\frac{1}{\sqrt{s \tau_{a}}}\right]^{-\frac{1}{2}} \tag{91}
\end{equation*}
$$

with $\tau_{h}=\mu_{0} \sigma h^{2}$ and $\tau_{a}=\mu_{w} \sigma_{w} a^{2}$, $\sigma$ being the ground conductivity, $\mu_{w}$ and $\sigma_{w}$ being the permeability and conductivity of the wire. For typical wire conductivities and radii, the term containing $\tau_{a}$ is significant only at very low frequencies (at 1 MHz this term is only $1-2$ percent of the term containing $\tau_{h}$ ). ploi:s of $\operatorname{Re}\{H(s)\}$ and $\left.T_{n}{ }^{\dagger} H(s)\right\}$ with the tezm containing $\tau_{a}$ neglectsd are given in Fig. 53 for frequencies between 10 kHz and 100 MHz and representative values of $\tau_{h}$.

For above ground conducturs, the impresced field $E_{z}$ is related to the incident electric field amplitude $E^{1}$ by


Fig. 53. Normalized propagation and attenuation constants as a function of frequency, line height $h$, and soil conductivity $\sigma$.

$$
\begin{aligned}
E_{z}= & E^{1}\left(I+R e^{-j 2 k h} \sin \psi\right) e^{-j k z} \cos \psi \cos \phi \\
& \times \begin{cases}\sin \psi \cos \phi & \text { (vertical polarization) } \\
\sin \phi & \text { (horizontal polarization) }\end{cases}
\end{aligned}
$$

where $R$ is the reflection coefficient at the air/soil interface [54] and $\psi$ and $\phi$ are the angles of incidence (see Fig. 54). The low-frequency approximation for the reflection coefficient gJ.ves

$$
I+R \simeq 2 \sqrt{\frac{j \omega \varepsilon_{0}}{\sigma}}(\sin \psi)^{\mp 1}, \quad \text { if }\left\{\begin{array}{l}
\sigma \gg \omega \varepsilon  \tag{92}\\
\sigma \gg \omega \varepsilon_{0} / \sin ^{2} \psi
\end{array}\right\}
$$

In which the upper sign is to be used for vertical polarization and the lower sign for horizontal polarization of the incident field. In the case of


Fig. 54. Coordinates for angle of arrival of incident wave.
horizontal polarization the incident electric vector is parallel to the air/ soil interface, whereas in the vertical polarization case the incident electric vector lies in the plane that contains the propagation vector and is perpendicuiar to the air/soil interface.

$$
\text { a. } 4 \text { Semi-Infinite Wire (Short-Circult Current) }
$$

With $z_{1}=-\infty$ and $z_{2}=0$, the short-circuit current at $z=0$ is

$$
\begin{equation*}
I_{s c}(0, s) \cong \frac{E^{1} c D(\psi, \phi, s)}{Z_{c}}\left[\frac{1-e^{-s t_{0}}}{s}+2 \sqrt{\tau_{e}} \frac{e^{-s t_{0}}}{\sqrt{s}}(\sin \psi)^{\mp 1}\right] \tag{93}
\end{equation*}
$$

where $t_{0}=(2 h \sin \psi) / c$ and $\tau_{e}=\varepsilon_{0} / \sigma$, and it has been assumed that $\gamma \approx \mathrm{s} / \mathrm{c}$. The function $D(\psi, \phi, s)$ is a directivity function given by

$$
D(\psi, \phi, s)=\frac{1}{H(s)-\cos \psi \cos \phi}\left\{\begin{array}{l}
\sin \psi \cos \phi  \tag{94}\\
\sin \phi
\end{array}\right\}
$$

where the upper term applies to vertical, and the lower term to horizontal, polarization, and $H(s)$ is given by (91).

The product $Z_{c} I_{s c}(0, s)$ calculated from (93) is shown in Fig. 55 as a function of normalized frequency with soil conductivity as a parameter for vertically polarized incident wave.

For a perfectly conducting ground ( $\sigma=\infty, \tau_{e}=0$ ) the second term inside the square bracket in (93) vanishes, and $D(\psi, \phi)$ and $Z_{c}$ are then independent of frequency. This case is shown in Fig. 55 as a dashed curve.

For an impulse incident field $E_{0} \delta(t)$, the time-domain current in the wire is

$$
\frac{Z_{c}}{E_{0} c D(\psi, \phi)} I_{s c}(0, t)= \begin{cases}1 & 0 \leq t<t_{0}  \tag{95}\\ 2 \sqrt{\frac{\tau_{e}}{\pi t_{0}}(\sin \psi)^{\mp 1} \frac{1}{\sqrt{t / t_{0}-1}},} & t>t_{0}\end{cases}
$$

and for a step-function incident field, the time-domain current is


Fig. 55. Short-circuit current in above-ground wire for verticelly polarized incident field.

$$
\frac{Z_{c}}{E^{1} c t_{0} D(\psi, \phi)} I_{s c}(0, t)= \begin{cases}t / t_{0} & 0 \leq t \leq t_{0}  \tag{96}\\ 1+4 \sqrt{\frac{\tau_{e}}{\pi t_{0}}}(\sin \psi)^{\mp 1} \sqrt{t / t_{0}-1}, & t \geq t_{0}\end{cases}
$$

where $Z_{c}$ and $D(\psi, \phi)$ are assumed to be independent of frequency. As before, the upper sign of the exponent of sin $\psi$ applies to vertical, and the lower to horizontal polarization of the source field. Plots of the impulse and step function responses of the wire current are shown in Fig. 56 for nominal values of soil conductivity, wire height, and elevation angle $\psi$ of incidence.


Fig. 56. Short-circuit current induced at the end of a semi-infinite aboveground wire by (a) an impulse and (b) by a step-function incident wave.

For an exponential incident pulse described by $E^{1} \exp (-t / \tau)$, the shortcircuit current $I_{s c}$ is given by

$$
\begin{align*}
\frac{z_{c}}{E^{1} c \tau D(\psi, \phi)} I_{s c}(0, t) & =\left\{\begin{array}{l}
1-e^{-t / \tau}, \quad\left(0 \leq t \leq t_{0}\right) \\
\left(e^{t_{0} / \tau}-1\right) e^{-t / \tau}
\end{array}\right.  \tag{97}\\
& +2 \sqrt{\frac{\tau_{e}}{\tau}}(\sin \psi)^{\mp 1} e^{-t / \tau} \frac{2}{\sqrt{\pi}} \int_{0}^{\sqrt{t^{\prime} / \tau}} e^{u^{2}} d u, \quad\left(t \geq t_{0}\right)
\end{align*}
$$

where $t^{\prime}=t-t_{0}$. This waveform is shown in Fig. 57 for both polarizations of the incident field and representative values of $\sigma \tau$.


Fig. 57. Short-circuit currenc induced at the end of a semi-infinite aboveground wire by an exponential pulse $E^{1} \exp (-t / \tau)$.

## b. Buried Conductors

For buried cables the high frequencies are attenuated more severely by the soil than the low frequencies, and for cables with cylindrical shields the shield limits the high-frequency content of the energy penetrating into the internal conductors. Therefore, a low-frequency approach is uften adequate for buried shielded cables and the transmission-line equations can be used as a starting point.

The impressed field at the buried cable is

$$
\begin{equation*}
E_{z} \approx 2 E^{i} \sqrt{s \tau} e^{-\sqrt{s \tau}} e^{-j k^{\prime \prime} z} D(\psi, \phi) \tag{98}
\end{equation*}
$$

where $k^{\prime \prime}=k \cos \psi \cos \phi, \tau_{e}=\varepsilon_{0} / \sigma, \tau_{d}=\mu \sigma d^{2}, d$ is the depth of burial and $D(\psi, \phi)$ is a function whose value depends on the polarization and angle of incidence of the incident field (Fig. 54)

$$
D(\psi, \phi)= \begin{cases}\cos \phi \sin \psi & \text { (vertical polarization) }  \tag{99}\\ \text { sin } \phi & \text { (horizontal polarization) }\end{cases}
$$

## b. 1 Current in Long Buried Cables

The current induced at any point $z$ along an infinitely long buried cable is

$$
\begin{equation*}
I(z, s) \simeq E_{z} / Z_{s}^{\prime} \tag{100}
\end{equation*}
$$

where $Z_{S}^{\prime}=Z_{c} \gamma$. Eq. (100) is the classical form for the current induced in an infinitely long buried cable; it also applies to points far from the ends of a cable of finite length.

The impedance $Z_{s}^{\prime}$ in (100) is the soil impedance per unit length of the cable given by

$$
\begin{equation*}
Z_{s}^{\prime} \simeq \frac{\omega \mu}{8}+j \omega \frac{\mu}{2 \pi} \ln \left(\frac{\sqrt{2} \delta}{\Gamma a}\right), \quad(|\gamma a| \ll 1) \tag{101}
\end{equation*}
$$

wher the soil is of infinite extent. In this expression, a is the cable radius, $\Gamma$ is the exponential of Euler's constant ( $\Gamma=1.781 . .$. ), and $\delta$ is the skin depth of the soil. The impedance of a conductor at the airsoll interface (the worst deviation from the form above) is approximately the same as the impedance at an infinite depth [53]. In addition, for most practical cases one has

$$
\begin{equation*}
\frac{\omega \mu}{8} \ll \omega L_{s}^{\prime}=\omega \frac{\mu}{2 \pi} \ln \left(\frac{\sqrt{2} \delta}{\Gamma a}\right) \tag{102}
\end{equation*}
$$

so that the approximation $Z_{s}^{\prime} \approx j \omega L_{s}^{\prime}$ can be used.
The internal impedance of metal cables is usually very small compared to the soil impedance $Z_{s}^{\prime}$ except at very low frequencies (i.e., a few hundred hertz).

For an insulated cable the impedance per unit length is essentially the same as for a bare cable. However, the insulation has a major effect on the shunt admittance per unit langth $Y^{\prime}$ and honce on the propagation factor $Y=\sqrt{Z^{\prime} Y^{\prime}}$.

Eq. (100) can be written in the form

$$
\begin{equation*}
I(z, s) \approx \frac{\left(\pi \delta^{2}\right) \sigma E_{z}}{j \ln [\sqrt{2} \delta /(\Gamma a)]} \tag{103}
\end{equation*}
$$

The logarithm term is rather insensitive to frequency and soil conductivity. The product $\pi \delta^{2}$ is the cross-section area of a cylinder of radius $\delta$, and $\sigma E_{z}$ is the current density in the soil in the absence of the cable. Eq. (103) therefore states that the current induced in the cable is roughly proportional to the current that would flow in a cylinder of soil one skin-deptin in radius if the conductor were removed. For typical communication-cable sizes and poor soil conductivities, the $\ell n$-term has a value of about 10.

In more conventional form, the current far from the ends of a song cable is approximately given by

$$
\begin{equation*}
\frac{L_{s}^{\prime}}{\sqrt{\tau} e^{E^{1} D(\psi, \phi)}} I(z, s) \approx \frac{e^{-\sqrt{8 \tau} d}}{\sqrt{s}} \tag{104}
\end{equation*}
$$

If $L_{s}^{\prime}$ is assumed to be independent of frequency, the current induced by an Impulse $E_{0} \delta(t)$ is

$$
\begin{equation*}
\frac{L_{s}^{\prime}}{\sqrt{\tau_{e}} E_{0} D(\psi, \phi)} I(z, t) \simeq \frac{1}{\sqrt{\pi t}} e^{-\tau_{d} /(4 t)} \tag{105}
\end{equation*}
$$

and the current induced by a step field $E^{i}(t)$ is

$$
\begin{equation*}
\frac{L_{B}^{\prime}}{\sqrt{\tau_{e}} E^{I} D(\psi, \phi)} I(z, t) \approx 2 \sqrt{\frac{t}{\pi}} e^{-\tau_{d} /(4 t)} \tag{106}
\end{equation*}
$$

The normalized induced currents for the impulse and step function excitations are shown in Fig. 58.

The cable current induced by an exponential incident field of the form $E^{1} \exp (-t / \tau)$ is

$$
\begin{equation*}
\frac{L_{s}^{\prime}}{\sqrt{\tau \tau} e^{E^{\prime} D(\psi, \phi)}} I(z, s)=\frac{e^{-\sqrt{8 \tau}} d}{\sqrt{s^{\tau} \tau}(s+1 / \tau)} \tag{107}
\end{equation*}
$$

The time-domain current waveform is then [55]

$$
\begin{equation*}
\frac{L_{e}^{\prime}}{\sqrt{\tau \tau} e^{E^{1}}(\psi, \phi)} I(z, t) \simeq e^{-t / \tau} \frac{2}{\sqrt{\pi}} \int_{0}^{\sqrt{t / \tau}} e^{-p / u^{2}} e^{u^{2}} d u \tag{108}
\end{equation*}
$$

where $p=\tau_{d} /(4 \tau)=\mu \sigma d^{2} /(4 \tau)$. The normalized current waveform is plotted in Fig. 59 for several values of the depth parameter $p$.

## b. 2 Parametric Dependence

It can be seen that, except for the logarithmic dependence in $\mathrm{L}_{\mathrm{g}}^{\prime}$, the induced current in (108) is

$$
\begin{equation*}
I(t, z) \propto E^{1} \sqrt{\tau / \sigma} \tag{109}
\end{equation*}
$$



Fig. 58. Normalized current on long buried cable for impulse and step incident source fields.


Fig. 59. Normalized current waveform on long buried cables for various values of the depth parameter $p$ for exponential pulse excitation $E^{1} \exp (-t / \tau)$.

A plot of the peak current as a function of soil conductivity with the exponential time constant $\tau$ as a parameter is given in Fig. 60. The peak current is normalized to the peak incident field $\mathrm{E}^{i}$, and the value of $\ln (\sqrt{2} \delta / \mathrm{Fa})=10$ is used.

The induced current also depends on the angles of incidence of the wave through the directivity function $D(\psi, \phi)$ of (99).

## b. 3 Current Near the End of a Conductor

At the end of a semi-infinite cable the current is the same as the current far from the ends if the cable end is short circuited, half the current far from the ends if the cable end is terminated in its characteristic impedance, and zero if the cable end is open circuited.


Fig. 60. Peak cable current as a function of soil conductivity for an incident exponential pulse, $\mathrm{E}^{1} \exp (-t / \tau)$ and $D(\psi, \phi)=1$.

The current near the end of an open-circuited cable is

$$
\begin{equation*}
I(z, 0) \approx \frac{E_{z}}{Z_{s}^{1}}\left(I-e^{-\gamma z}\right) \tag{110}
\end{equation*}
$$

The current induced by an exponential pulse of incident field is

$$
\begin{equation*}
\frac{L_{S}^{\prime}}{\sqrt{\tau \tau} e^{1} D(\psi, \phi)} I(z, s) \simeq \frac{e^{-\sqrt{\beta \tau}} \mathrm{d}}{\sqrt{s \tau}} \frac{e^{-\sqrt{\varepsilon \tau}} \mathrm{dz}}{(s+1 / \tau)} \tag{111}
\end{equation*}
$$

where $\tau_{d z}=\mu \sigma(d+z)^{2}$. The current waveform is then

$$
\begin{equation*}
\frac{L_{s}^{\prime}}{\sqrt{\tau \tau} e^{E^{1} D(\psi, \phi)}} I(z, t) \simeq \Im\left(t / \tau, p_{d}\right)-\Im\left(t / \tau, p_{d z}\right) \tag{112}
\end{equation*}
$$

where $p_{d}=\tau_{d} /(4 \tau), p_{d z}=\tau_{d z} /(4 \tau)$ and

$$
\begin{equation*}
\Im(t / \tau, p)=e^{-t / \tau} \frac{2}{\sqrt{\pi}} \int_{0}^{\sqrt{t / \tau}} e^{-p / u^{2}} e^{u^{2}} d u \tag{113}
\end{equation*}
$$

which is plotted in Fig. 59. The waveform near the end of an open-circuited cable as calculated from (112) is shown in Fig. 61 for $p_{d}=0$ (depth of burial $\mathrm{d}:=0$ ) and several values of $\mathrm{p}_{\mathrm{dz}}$.

### 2.1.3 PENETRATION

In this section engineering formulas and data will be presented for three different electromagnetic penetration mechanisms: (a) penetration via deliberate antennas, (b) transmission through spertures, and (c) diffusion through imperfectly conducting walls. These penetratioc mechanisms also occur at other shielding layers of the topological model, and hence most data presented here apply to Chaps. 2.2-2.4.


Fig. 61. Waveform of the cable cutrent near the end when cable end is opencircuited for an exporential pulse excitation.

### 2.1.3.1 Antennas

Antennas are designed to transmit and receive electromagnetic energy within specified frequency bands, and aircraft antennas are no exception. Clearly, then, antennas are of major concern in the assessment of EMP vilnerability of a system such as an aircraft. The nuclear EMP is usually assumed to have a broad frec 'ency spectrum as well as a high field strength Thes: characteristics of the EMP make it necessary to analyze the response of an antenna not only within its normal operating band but also outside this band, where the antenna's behavior is usually of no concern.

The response of an antenna is completely characterized by its Thevenin or Norton equivalent circuit at the antenna's input connector. Between the connector and t'ie antenna gap there can exist many different kinds of matching or compensating networks to tune the antenna fmpedance to a desirable level
at the connector. In Fig. 62a the internal network is a matching network which may comprise transmission lines, baluns, hybrid circuits, transformers or lumped elements. The external network consists only of the antenna's radiating element, which is characterized by the two paramecers in the Thevenin or Norton equivalent circuit looking outward from the antenna gap. The aim is to calculate $V_{o c}\left(o r I_{s c}\right.$ ) and $Z_{i n}$ (or $Y_{i n}$ ) of Fig. 62b, from the knowledge of which one can calculate the voltage and current at any linear or nonlinear load attached to the connector. For antennas whose maximum linear dimensions are small compared to the local radii or curvature, $V_{o c}$ (or $I_{s c}$ ) can be factored into a product of effective height (or area), and the local charge (or current) density. The effective height or arta is calculated by assuming an infinite ground plane, while the local charge or current densit:y is to be obtained from the solution of the external interaction problem involving the aircraft in the absence of the antenna under comsideration.

There are many ways of classifying antennas. One is to group them according to the function of the subsystem to which the antenna belongs.


Fig. 62. Schematic diagram and equivalent circuits of an antenna.

This classification naturally leads to navigational, commanication, ECM, radar antennas, and so on. This grouping of antennas is particularly useful when discussing antenna applications. Another widely used method of classification is based on the frequency band in which the antenna operates. This method leads to VLF, LF, HF, VHF, UHF, L-band, X-band antennas, and so on [56]. A third classification groups the antennas according to their physical structure, such as blades, loops, slots, wires, etc.; this latter classification will be adopted in this section.

This section deals only with aircraft commication and navigation antennas. Among the most notable omissions are the ECM and ECCM antennas. More detailed analyses of the antennas discussed in this section as well as other antennas can be found in $[57,58]$.

## 2.1:^.1.1 Blade Antennas

This type of antenna is basically an antenna element builic into a blade (Fig. 63) or aerodynamic vane mounted externally on the aircraft fuselage. The antenna height ranges from about 6 cm (L-band) to 45 cm (VHF). A mathematical model for this type of antenna is a half ellipsoid resting on a perfectly conducting ground plane [2].


Fig. 63. Illustration of a typical blade antenna.

The two most convenient parameters for describing the external network of Fig. 62a are the induced short-circuit current $I_{\text {ind }}$ and the antenna admittance $Y_{a}$ at the gap (Fig. 63). From the continuity equation one has $I_{\text {ind }}=s Q\left(x_{0}\right), Q\left(x_{0}\right)$ being the total charge collected by the poition of the antenna above $x=x_{0}$. For wavelengths greater than about four times the antenna height, $Q$ can be obtained from the solution of the electrostatic problem of a perfectly conducting ellipsoid immersed in a uniform external fiald $E_{n}$, which is related to the surface charge density $\rho$ on the conducting plane by $X_{n}=\rho / \varepsilon_{0}$. If $Q$ is expressed in terms of the displacement current density $\Omega \varepsilon_{0} Z_{n}$, the equivalent induction area $A_{\text {eq }}$ may be introduced through the relation $I_{\text {ind }}=8 \varepsilon_{0} E_{n} A_{e q}$. If one prefers to speak of the induced opencircuit voltage $V_{\text {ind }}$, the effective height $h_{e}$ will appear through $V_{\text {ind }}=h_{e} E_{n}$. Since $I_{\text {ind }}=Y_{a} V_{\text {ind }}$ and since $Y_{a}$ is basically given by $s C_{a}$ one arrives at the relation

$$
\begin{equation*}
\varepsilon_{0} A_{e q}=h_{e} C_{a} \tag{114}
\end{equation*}
$$

where $C_{a}$ is the antenna capacitance.
For a half ellipsoid symmetrically resting on a perfectly conducting ground plane with semi-axes $a, b, c$ (see Fig. 63 where $c$ is the semi-axis along the $z$-direction), the equivalent area $A_{e q}$ is given by [2]

$$
\begin{equation*}
A_{e q}\left(x_{0}\right)=\pi b c N_{a}\left(1-x_{0}^{2} / a^{2}\right) \tag{115}
\end{equation*}
$$

where $(a>b>c)$

$$
\begin{equation*}
N_{a}=\frac{\left(a^{2}-b^{2}\right) \sqrt{a^{2}-c^{2}}}{a b c} \frac{1}{F(\varphi / \alpha)-E(\varphi / \alpha)} \tag{116}
\end{equation*}
$$

$F$ and $E$ are respectively the incomplete elliptic integrals of the first and second kinds [7] and

$$
\begin{align*}
& \varphi=\arcsin \sqrt{1-c^{2} / a^{2}}  \tag{117}\\
& \alpha=\arcsin \sqrt{\left(a^{2}-b^{2}\right) /\left(a^{2}-c^{2}\right)}
\end{align*}
$$

When $c \ll b$, the ellipsoid degenerates into an elifptic disk or blade and consequently (Il5) is simplified to

$$
\begin{equation*}
A_{e q}\left(x_{0}\right)=\frac{\pi a b m}{\sqrt{1-m}} \frac{1}{K(m)-E(m)}\left(1-x_{0}^{2} / a^{2}\right) \tag{118}
\end{equation*}
$$

where $K$ and $E$ are complete elliptic integrals of the first and second kinds, and $m=1-b^{2} / a^{2}$. Table 13 gives the values of the normalized equivalent area of a blade for various b/a ratios.

TABLE 13. NORMALIZED EQUIVALENT AREA OF AN ELLIPTIC DISK (BLADE ANTENNA)

| $\frac{\mathrm{b}}{\mathrm{a}}$ | $\frac{\mathrm{A}_{\mathrm{eq}}(0)}{\pi \mathrm{ab}}$ | $\frac{\mathrm{A}_{\mathrm{eq}}(0)}{\pi \mathrm{ab}}$ | $\frac{\mathrm{a}}{\mathrm{b}}$ |
| :---: | :---: | :---: | :---: |
| $10^{-3}$ | 137.0980 | 1.0000 | $10^{-3}$ |
| $10^{-2}$ | 20.0328 | 1.0002 | $10^{-2}$ |
| 0.1 | 3.6945 | 1.0112 | 0.1 |
| 0.2 | 2.4420 | 1.0324 | 0.2 |
| 0.3 | 1.9890 | 1.0581 | 0.3 |
| 0.4 | 1.5376 | 1.0864 | 0.4 |
| 0.5 | 1.4091 | 1.1162 | 0.5 |
| 0.6 | 1.3527 | 1.1769 | 0.6 |
| 0.7 | 1.3087 | 1.2413 | 0.7 |
| 0.8 | 1.2732 | 1.2732 | 1.0 |
| 1.0 |  |  | 0.8 |

For the calculation of $Y_{a}$ in the Norton equivalent circuit across the antenna gap (Fig. 63), one considers a cylindrical antenna with equivalent radius equal to about one-fourth the averaged width of the blade [56]. Then the impedance sum formula for an asymmetrically driven antenna can be used, with proper account taken of the presence of the ground plane [59].

## a. UHF Communication Antennas

A very common UHF antenna is shown in Fig. 64a, and Fig. 64b is the corresponding equivalent circuit in which $L$ is the inductance of the short stub. This stub not only provides a dc path for lightning protection between the upper part of the antenna and the aircraft skin but also mechanically fastens the two parts of the antenna. The different sections of the transmission lines and the end capacitance $C_{e}$ are for tuning purposes, so that within the operating frequency band ( $225-400 \mathrm{MHz}$ ) the VSWR is about $2: 1$ at the input connector. The capacitance $C_{p}$ accounts for the two ends of the gap, and $Y_{a}$ and $I_{\text {ind }}$ are calculated as discussed above. Figs. $65 a$ and $65 b$ show the frequency variations of $Z_{\text {in }}$ and $h_{e}$ together with some measured data for $Z_{\text {in }}$.
b. UHF/L-Band Antennas

Figs. 66a and 66b depict all the electrical connections of a typical UHF/L-band antenna (operating in the frequency regimes of 225-400 MHz for the UHF-band and 0.95-1.22 GHz for the L-band). The total antenna height is about 20 cm , which is roughly equal to a quarter wavelength at the midfrequency of the UHF-band. The equivalent circuit is given by Fig. 66c. The characteristic features of this antenna are the L-band choke and the two gaps. At frequencies below UHF the choke is ineffective, and hence the top and the mid-sections can be treated as one plece of metal. The external circuit elements $Y_{a}$ and $I_{\text {ind }}$ correspond to an antenna with a gap at about one-third the antenna's height from the base. Within the L-band the choke acts like a quarter-wavelength transmission line, and so the top section need not be considered. Within this frequency band $Y_{a}$ and Ind correspond to an antenna with a gap at one-half the antenna's height from the base, while other elements in Fig. 66c remain unchanged. What is not shown in Fig. 66a is the diplexer connected to terminals A,B via


Fig. 64. Schematic diagram and equivalent circuit of the UHF Communication Antenna AT 1076.


Fig. 65. Input impedance and effective height of the UHF Communication Antenna AT 1076 (225-400 MHz).


Fig. 66. Schematic diagram and equivalent circuit of the UHF/L-Band Antenna DM CNI8-1.
a coax:al cable. This diplexer has a low-pass filter and a high-pass filter to separate the UHF- and L-band channels. In Figs. 67a and 67b the frequency variation of the input impedance and the effective height are displayed together with some measured values for $Z_{\text {in }}$.

## c. VHF Communication Antenna

A schematic diagram of a typical VHF communication antenna is shown in Figs. 68a and 68b. A careful examination of these figures reveals that Fig. 68c is the appropriate equivalent circuit for this antenns. The transmission lines with impedance $Z_{c}=176 \Omega$ represent the empty portion of the slot, whereas the transmission line with impedance $Z_{c} / \sqrt{\varepsilon_{r}}=119 \Omega$ represents the dielectric-filled portion of the slot. The impedance $z_{c}$ can be estimated from the analysis of two coplanar strips of unequal width by the method of conformal mapping [60]. The positions of the tap points $D, F$, the length of tie dielectric portion of the slot, and the three added coaxial cables act as a matching network, so that the VSWR is less than 1.75:1 at in-band frequencies ( $116-156 \mathrm{MHz}$ ). The ideal transformer in the equivalent circuit. accounts for the fact that the shoxt-circuit current between $D$ and $F$ is just a fraction of $I_{\text {ind }}$, which is the total induced current flowing through a cross section of the antenna (located at $D$ or $F$ and being parallel to the antenna base) when the slot is absent. The ideal transformer also accounts for the radiation effects on the antenna's input admittance, since $Y_{a}$ in Fig. 68c is the admittance across a gap bisecting the entire antenna at the location of the cross section discussed above. For more details the reader is referred to [61]. The transformer ratio $n$ can be estimated by examining the induced charge density on an ellipsoid immersed in a uniform static electric field. Fig. 69 shows the calculated input impedance together with some measured data.

## d. VHF/UHF Communication Antenna

The antenna shown in Fig. 70a operates in two frequency ranges: 116152 MHz (VHF) and 225-400 MHz (UHF). The elements shown with hatching and cross-hatching are metallic strips forming trans.lission lines and capacitances with the radiating metallic plate. The parallel piece of short-circuited


Fig. 67. Input impedance and effective height of the UHF/L-Band Antenns DM CNI8-1 (UHF-band: $225-400 \mathrm{MHz}$. L-band: $0.95-1.22 \mathrm{GHz}$ ).


Fig. 68. Schematic diagram and equivalent circuit of the VHF Communication Antenna S65-8262-2.


Fig. 69. Input impedance of the VHF Communication Antenna S65-8262-2 ( $116-156 \mathrm{MHz}$ ).


Fig. 70. Schematic diagram and equivalent circuits of the VHF/UHF Communication Antenna 37R-2U.
coaxial cable near the VHF terminal (A,B) acts as a quarter-w velength choke In the UHF band and the lunped inductance near the UHF terminals ( $A^{\prime}, B$ ) is intended to short circuit the VHF signal. Thus these two elements provide isolation between the two frequency bands. The equivalent circuits for the VHF and UHF sections are shown in Figs. $70 b$ and 70 c . The admittance $Y_{a}$ is that of the base-fed blade antenna and the blade identified in Fig. 70a is the radiating element. The current generators $I_{c}\left(=s Q_{c}\right.$; and $I_{c}^{\prime}\left(=s Q_{c}^{\prime}\right)$ originate from the total charges $Q_{c}$ and $U_{c}^{\prime}$ induced on the two hatched plates and the cross-hatched plate, iespectively, through capacitive coupling to the induced charge $Q_{i n d}$ on the radiating element. The ratio $n=Q_{c} / Q_{i n d}$ (or $n^{\prime}=Q_{c}^{\prime} / Q_{i n d}$ ) is approximately equal to the ratio of the total area of the two hatched plates (or the cross-hatched plate) to that of the radiating element. The circuit elements $C_{p}$ (or $C_{p}^{q}$ ) are the total capacitance between the hatched plates (or the cross-hatched plate) and the radiating metallic plate. The capacitances $C_{1}$ and $C_{1}^{\prime}$ account for the capacitances of the hatched and cross-hatched strip lines together with the two open-ended pieces of coaxial cable located near the antenna senter. The inductance $L$ represents the aggregated effect of the hatched strip lines (including the fact that the strip line is grounded at the antenna base). The frequency variations of the input impedances at the two antenna terminals are shown in Figs. 71a and 71b.

## e. L-Band Blade Antenna

Figs. 72a and 72b show two different entennas that both operate between 0.96 GHz and 1.21 GHz . Although their overall dimensions and in-band properties are similar, their out-of-band properties are quite different.

Flg. 72a shows a blade antenna with a slot (the slot often being referred to as a notch). The equivalent circuit is shown in Fig. 12c. The mode of operation and approach in analyzing this antenna are similar to those of the VHF communication antenna above. The induced current $I_{\text {ind }}$ and antenna admittance $Y_{a}$ in the equivalent circuit of Fig. 72 c are the quantities referred to the same blade antenna having a feeding gap across the entire blade at $D, F$. The two transmission lines with characteristic impedances $147 \Omega$ and $300 \Omega$ are


Fig. 71. Input impedances of (a) the VhiF (116-152 MHz) section and (b) the UHF (225-400 MHz) section of the VHF/UHF Commuaication Antenna $37 \mathrm{R}-2 \mathrm{U}$.

due to the slot, whereas the transmission line between $D, F$ and $A, B$ represents the coaxial cable with the characteristic impedance of $50 \Omega$. The frequency variation of the antenna's input impedance is shown in Fig. 73a,

The interior structure of another L-band antenna is shown in Fig. 72b. The actual antenna element is a thin metal sheet cut out in a regular symmetric pattern. The holes cut out in the sheet have the effect of increasing the antenna inductance, since the current has to flow around the holes, thereby lengthening the current path. To find the input impedance, the antenna may be modeled as a conical monopole with height 7 cm . The cone angle is determined by equating the capacitances of the monopole model and actual antenna. The antemna capacitance was found to be about 7.8 nF using the variational principle, resulting in a cone angle of $82^{\circ}$ [62]. The effective height is determined from the relationships

$$
\begin{equation*}
h_{e} E_{n} \equiv V_{o c}=Z_{a s c} I_{s c}=s \varepsilon_{o} E_{n} A_{e q} Z_{a} \tag{119}
\end{equation*}
$$

It is found in [2] that for a blade antenna, $A_{e q}$ is slightly larger than twice the geometric area of the antenna element. The input impedance is displayed in Fig. 73b, while the effective heights of both antennas are given in Fig. 74.

Both L-band antennas have roughly the same input impedance and effective height at in-band frequencies. The notch antenna has an inductive input impedance and a very small effective height for low frequencies, whereas the other blade antenna has a capacitance input impedance and considerable effective height for low frequencies.

### 2.1.3.1.2 Loop Antennas

Loop antennas on aircraft are usually physically small and sometimes have ferrite cores. The frequency of operation ranges from tens of kilohertz (VLF) to hundreds of megahertz (VHF).

The theory of a circular loop is mosc extensive [63] and can be applied, for practically all engineering calculations, to loops of other


Fig. 73. Input impedances of two L-Band ( $0.96-1.21 \mathrm{Gliz}$ ) Antennas:
(a) S65-5366 and (b) AT-741.


Fig. 74. Effective heights of two L-Band ( $0.96-1.21 \mathrm{GHz}$ ) Antennas:
(a) 565-5366 and (b) AT-741.
shapes provided that (a) the perimeter of the given loop is equated to that of a circular loop in the antenna-impedance ( $Z_{a}$ ) calculation, and (b) the geometric aress are equated in the induced-voltage ( $V_{\text {ind }}$ ) calculation. In certain cases where the ferrite core is a rectangular slab, such as the VLF magnetic-loop aircraft antenna, two magnetostatic boundaryvalue problems need to be solved for the determination of the external elements $Z_{a}$ and $V_{\text {ind }}$ [64].

## a. Localizer Antenna

Figs. 75a and 75b show all the electrical elements of a localizer antenna and Fig. 75 c is the equivalent circuit. The external elements $\mathrm{Z}_{\mathrm{a}}$ and $\mathrm{V}_{\text {ind }}$ can be calculated as discussed above with due account for the factors of two resulting from the presence of the ground plane. The tuning capacitors at the ends of the loops (Fig. 75a) are represented by $C$ in Fig. 75c. The coaxial cable wound around the center rods serves as a balun, converting a balanced signal into an unbalanced one for the terminals $A, B$ and $A^{\prime}, B$ within the in-band frequencies ( $108-112 \mathrm{MHz}$ ). The wires wrapped around the $100 \Omega$ resistor can be identified as a hybrid circuit which splits an incoming signal into two equal parts for the two terminals $A, B$ and $A^{9}, B$. Because of the close coupling between the wires, $M$ can be taken equal to $L$. In Fig. $76 a$ is plotted the input impedance $Z_{\text {in }}$ referred to $A, B$ with $A^{\prime}, B$ open circuited or vice versa. Also shown in the figure are some measured data. In Fig. 76 b is shown the frequency variation of $V_{o c}$ across $A, B$ or $A^{\prime}, B$ for an incident plane wave with the electric field vector perpendicular to the ground plane and the magnetic field vector perpendicular to the plane of the loop.

> b. VOR Antenna

Fig. 77a shows a VOR (VHF Omni-Range) antenna. This antenna is usually located inside a flush radome on the vertical stabilizer. The antenna proper consists of a rectangular loop containing three gaps. The capacitance $C_{1}$ in the equivalent circuit shown in Fig. 77b represents the combined capacitance of the two gaps on the long sides of the loop. This antenna has a very low VSWR (1.5:1) within in-band frequencies ( $108-118 \mathrm{MHz}$ ). This is


Fig. 75. Schematic drawing and equivalent circuit of the Lucalizer Ancenna S65-147. $R_{c}$ (contact resistance) $=1.5 \Omega, L=60.2 \mathrm{nH}, \mathrm{M}=60.2 \mathrm{nH}$, $\mathrm{R}=100 \Omega, \mathrm{C}=2.8 \mathrm{nF}$.


Fig. 76. Input impedance and open-circuit voltage of the Localicer Antrana S65-147 (108-112 MHz) . ( $B_{o}$ is the external nagnetic fteld component perpendicular to che plane of the loops.)

achieved by appropriately adjusting the tuning elements $L_{1}, C_{1}$ and $C_{2}$. The capacitance $C_{3}$ is used to block any low-frequency signals, while $R_{1}$ is used to dissipate these signals.

## c. Magnetic-Loop Antenna

The magnetic-loop antenna is a VLF/LF ( $17-60 \mathrm{kHz}$ ) receiving antenna, usually mounted on the top of the fuselage and enclosed in a fiberglass radome. This antenna as shown in Fig. 78a has two sets of coils wound perpendicularly to each other on a matrix of ferrite rods. A schematic drawing depicting the winding arrangements of each coil and the tap points is shown in Fig. 78b. The equivalent circuit for the loop, the cable, and the junction box are presented in Fig. 78c. To determine the two externai quantities $Z_{a}$ and $V_{\text {ind }}$ two independent magnetostatic boundary-value problems appropriate for a coil wound on a rectangular ferrite slab are solved by integral-equation techniques [64]. Fig. 79a shows the results of such calculations, where $f_{\Phi}$ is the dinensionless flux enhancement factor due to the presence of the ferrite $s 1 a b$, and $f_{L}$ is defined so that $f_{L} \mu_{0} a / 4 \pi$ is the inductance of a single turn of wire wound on the ferrite slab, a being the wire radius. Thus, one has

$$
\begin{array}{ll}
V_{\text {ind }}=-s N f_{\Phi} B_{0} A, & Z_{a}=R_{a}+s L_{a} \\
R_{a} \because 31.2\left(N A / \lambda^{2}\right)^{2}, & L_{a}=N^{2} f_{L} \mu_{0} a / 4 \pi \tag{120}
\end{array}
$$

and $B_{0}$ is the magnetic field normal to the coil and $A$ is the area of $a$ single turn. The input impedance between $A, A^{\prime}$ is shown in Fig. 79b for frequencies below 1 MHz . Above 1 MHz the input impedance is dominated by the two shunt capacitances in the filter.

### 2.1.3.1.3 Slot Antemas

The theory of slot antennas is based on the Babinet principle, from which one can obtain results for a slot artenna directly from those of the complementary dipole antenna. Let the superscript s denote quantities of a slot antenna and the superscript d quantities of the complementary dipole antenna. Then


Fig. 78. Schematic diagrams and equivalent circuits of the Magnetic Loop Antenna As-1909/ARC-96.


Fig. 79. (a) The flux enhancement factor $f_{\Phi}$ and the normalized inductance $f_{L}$ of a single turn on a ferrite slab, and (b) the input impedance of the Magnetic Loop Antenna AS-1909/ARC-96 (17-60 kHz).

$$
\begin{align*}
& z_{i n}^{(s)} Z_{i n}^{(d)}=\frac{1}{4} z_{o}^{2}  \tag{121}\\
& \vec{\gamma} \times \vec{h}_{e}^{(s)}=\frac{1}{2} \frac{z_{o}}{z_{i n}^{(d)}} \gamma \vec{h}_{e}^{(d)} \tag{122}
\end{align*}
$$

where $Z_{0}$ is the free-space impedance and $\vec{\gamma}$ is the propagation vector of the incident plane wave. Eq.(121) relates the input impedances of the two antennas and is well-known to the antenna engineer. Eq. (122) is less familiar and expresses the relationship between the effective heights. In the case of a slot antenna, it is physically appealing to think of the shortcircuit current $I_{s c}^{(s)}$ across, say, the mid-points of the slot. Then

$$
\begin{align*}
I_{s c}^{(s)} & =\frac{1}{Z_{\text {in }}^{(s)}} V_{o c}^{(s)}=\frac{1}{Z_{\text {in }}^{(s)}} \vec{h}_{e}^{(s)} \cdot \vec{E}^{i}  \tag{123}\\
& =2 \vec{H}^{i} \cdot \vec{h}_{e}^{(d)}
\end{align*}
$$

where the last relation follows from (121) and (122) with $\vec{\gamma} \times \vec{E}^{i}=\gamma Z_{0} \vec{H}^{1}$. Eq. (123) is dual to the equation $V_{o c}^{(d)}=\vec{E}^{i} \cdot \vec{h}_{e}^{(d)}$ for the complementary dipole antenna.

## a. G1ide-S1ope Track Antenna

The glide-slope track antenna shown in Fig. 80a is a receiving antenna for the frequency range $329-335 \mathrm{MHz}$. It is the complement of a folded strip dipole with capacitive loading at both ends (Fig. 80b). The equivalent circuits of both antennas are shown in Figs. 80c and 80d. The element $Z_{a}$ is the impedance of the common (or symmetric) mode, and the transmission Ine accounts for the differential (or antisymmetric) mode. The impedance $Z_{c}$ is the characteristic impedance of the transmission line formed by the two parallel conductors of the folded dipole. More detailed analyses of the folded dipole are presented in $[54,56,65,66]$. A derivation of the expression for the current generator in Fig. 80d is given in [67]. With

흐 $10^{\circ}$



Fig. 80.
all dimensions
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the aid of (121) - (123) one obtains the equivalent circuit shown in Fig. 80c for the slot antenna. The voltage generator with strength $2 \mathrm{dE}_{\mathrm{n}} \mathrm{Z}_{\mathrm{c}}^{\prime} / Z_{0}$ can be replaced by a curreat generator in parallel with the transmission line. Phvsically, this current generator can be understood as arising from the total net charge induced on the (short-circuited) center strip. The input impedance and effective height of the glide-slope track antenna are shown in Figs. 8la and 81b.

## b. Glide-Slope Capture Antenna

The glide-slope capture antenna shown in Fig. 82a also makes use of a slot. This antenna is used to receive signals in the band $329-335 \mathrm{MHz}$. The equivalent circuit is presented in Fig. $82 b$, where $C$ is the capacitance between the tuning stub and the strip line. The impedance $Z_{a}$ can be determined by first finding the input impedance of the slot's equivalent dipole and then using (121). The strength of the voltage generator $V_{\text {ind }}=\left(Z_{o} / Z_{a}\right) h_{e} E_{n}$, where $h_{e}$ is approximately half the slot length for frequencies of interest. The input impedance and effective height are shown in Figs. 83a and 83t.

### 2.1.3.1.4 Bow1 Antennas

Most aircraft antennas operating in the gigahertz frequency range are horn antennas. Sometimes the horns are quite shallow and in these cases the horns simply house the antennas. In other cases the horns are deeper, and the horn becomes an important part of the antenna proper. All these antennas are grouped here under one general heading -- the bowl antenna. For this type of antenna the calculation of field penetration into a bowl is an essential step, since the field picked up by the probe or loop inside is modified by the bowl. Usually the important wavelengths of the EMP are much larger than the dimensions of most of the bowls found on an aircraft; hence, techniques applicable to static boundary-value problems are adequate in the determination of field penetration. Analytical and numerical solutions have been found for a two-dimensional trough [68], a hemispherical indentation $[69,70]$, and a semi-infinite circular pipe with an infinite


Fig. 81. Input impedance and effective height of the B559 and B561 GIIdeSlope Track Antenna (329-335 MHz).


Fig. 82. Schematic diagram and equivalent circuit of the B558 GlideSlope Capture Antenna.


Fig. 83. Input impedance and effective height of the 1558 Gilde-Slope Capture Antenna ( 329 -. 335 MHz ).
flange [71,72]. For other bowl shapes one either idealizes the shape, so that a solution is already avallable, or resorts to some numerical scheme for the boundary-value problem appropriate for the bowl geometry at hand.

## a. Marker Beacon Antenna

The marker beacon antenna shown in Fig. 84a is flush-mounted at the bottom of the fuselage and operates around 75 MHz . The bowl can be approximated by a hemispherical indentation. The equivalent circuit is given by Fig. $84 b \mathrm{fn}$ which $L_{1}$ and $L_{2}$ are respectively the inductances of the suall and large loops formed by the metal rod and the feed wire. Figs. 85a and $85 b$ give the frequency variations of $\mathrm{Z}_{\mathrm{in}}$ and $\mathrm{V}_{\mathrm{oc}} / \mathrm{B}_{0}$, where $\mathrm{B}_{0}$ is the magnetic field tangential to the aircraft skin (with the bowl covered) and perpendicular to the plane of the large loop.

## b. Low-Range-Radio-Altimeter Antanna

Figs. $86 a$ and $86 b$ show two typical low-range-radio-altmeter aircraft antennas, one with an electric probe and the other with a magnatic loop as the foeding eloment. Ihese antemas operate between 4.2-4.4 GHz and are flush-mounted at the bottom of the fusolage. The aquivalent circuite of thege antemas are shown in 11 gs. 86 c and 86 d .


Fig. 84. Schematic diagram and equivalent circuit of the AT-536/ARN Marker Beacon Antenna.


Fig. 85. Input impedance and open-cf.rcuit voltage of the AT-536/ARN Marker Beacon Antenna ( 75 MHz ).


Fig. 86. Schematic diagrams and equivalent circuits of two typical low-range-radio-altimeter (LRRA) antennas.

The two important problems to be considered are the field penetration Into the horn and the effect of the horn on the impedance of the small stub or loop. From the viewpoint of mathematical tractability the geometries of Figs. 86a and 86b can be described as a quasi-pyramidal horn with an infinite flange. The boundary-value problem, either electrostatic or magnetostatic, is quite complicated to solve, since the solution requires solving a transcendental equation for the degree of the Legendre functions. Often an adequate engineering estimate can be obtained by studying the solutions for rectangular wells with different dimensions and then exercising one's judgment to choose the solution appropilate to the geometries of Figs. 86a and 86b.

### 2.1.3.1.5 Large Antennas

There exist antennas whose dimensions are comparable to or even greater than the dimensions of an aircraft. For chese antennas the airframe is
either part of the antenna itself or appe is simply as a capacitivi loading on the antenna. The $\mathrm{HF}(2-30 \mathrm{MHz}$ ) fixed-wire antenna is a typical example of the former case, while the VLF/LF ( $17-60 \mathrm{kHz}$ ) trailing-wire antenna represents the latter. The method of analyzing these antennas is given in Sec. 2.1.2.3.1.

## a. VLF/LF Trailing-Wire Anternas

Two common VLF/LF (I7-60 kHz) transmitting wire antennas are shown in Fig. 42. The response of this type of antenna to EMP can be obtained using two different steps. In the first step, which is valid in the frequency range where the aircraft is $\epsilon^{l}$ ectricaliy small, it is sufficient to use the capacitance $C_{a}$ of the aircraft to characterize its influence on the antenna response. The interaction between the two wires in the case of the dual-wire antenna van be calculated expeditiously by decomposing the wire currents into common-mode (antenna-proper) currents and differentialmode (transmission-1ine) currents. In the second step, which is valid in the frequency region around the first few aircraft resonances, the aircraft is modeled by intersecting sticks, as given in Sec. 2.1.2.3.1.

Fig. $8 \%$ is the equivalent circuit appropriate for the situation depicted in Fig. 87a. Explicit approximate formulas for $I_{\text {ind }}^{\prime}, I_{\text {ind }}^{\prime \prime}, Z_{a}^{\prime}, h$, $Z_{a}^{\prime \prime}, Z_{c}, \alpha$ and $B$ can be found in [73]. It should be noted that the response of the siagle trailiag-wire antenna shown in Fig. 42 can be directly obtained from that of the dual-wire antenna by letting the length of the shorl wire go to zero.

The input admittance and the short-circuit induced current of the dual-wire antenna (Fig. 87) are given in Fig. 88 for frequencies below 0.5 MHz , and in Fig. 89 for the frequency range between 0.5 MHz and 6 MHz , which includes the first two resomant frequencies of the aircraft (E-4) under consideration. Notice that in Fig. 89 the frequency scale ( 1 MHz 6 MHz ) on the top is for the solld wiggly curve, whereas the bottom frequency scale ( $0.5 \mathrm{MHz}-1 \mathrm{MHz}$ ) is for the dotted curve. The loading effects of the antenna transmitter and coupler on the induced antennawire currents can be found in [74].
(a)

(b)


Fig. 87. Schematic diagram and equivalent circuit for the dual-wire antenna.


Fig. 88. Frequency variation below 0.5 MHz of input admittance $Y_{a}$ and shortcircuit induced current $I_{\text {ind }}$ across $A, B$ of Fig. 87 . ( $L_{1}=1.2 \mathrm{~km}$, $\left.\mathrm{L}_{2}=7.2 \mathrm{~km}, \mathrm{a}=2 \mathrm{~mm}, \theta_{\mathrm{o}}=3^{\circ}, \mathrm{h}=63 \mathrm{~m}, \mathrm{Z}_{\mathrm{c}}=1.3 \mathrm{k} \Omega, \mathrm{C}_{\mathrm{a}}=2.4 \mathrm{nF}.\right)$


Fig. 89. Frequency variation ( $0.5-6 \mathrm{MHz}$ ) of input admittance $Y_{a}$ and shortcircuit induced current $I_{\text {ind }}$ across $A, B$ of Fig. 87. In (b) the bottom and right vertical scales are for the dotted line and the top and left vertical scales are for the solid line.

## b. HF Fixed-Wire Antenna

The two HF fixed-wire anternas on the E-4 aircraft are shown in Fig. 90a. A schematic drawing of the stick-model aircraft used in the calculations is shown in Fig. 90b. To find the input impedance between $A, B$ when the port $A^{\prime}, B$ is terminated by the impedance $Z_{L}$, let the antenna be driven with the voltage $V$ between $A, B$. The induced currents on the antenna wires and the aircraft can be decomposed into (a) radiating currents on the aircraft, (b) a TEM mode such that the wire currents are of equal magnitude and direction with the "return current" along the fuselage, and (c) a TEM mode such that the wire currents are of equal magnitudes but opposite directions (with no net current along the fuselage). The details of this decomposition can be found in [75]. An equivalent circuit of the antenna is shown in Fig. 90c. The admittance $Y_{a}$ is defined at an imaginary gap across the fuselage at the location of the antenna feed-point, and can be obtained using a stick-model aircraft. The transmission line with the characteristic impedance $Z_{c}^{\prime}$ represents the first TEM mode described above, whereas the transmission line with impedance $Z_{c}^{\prime \prime}$ represents the second TEM mode. The ideal transformers account for the coupling between the TEM modes and the radiating currents. The current $I_{\text {ind }}$ is induced on the fuselage by a plane wave at the location of the antenna feed gap and in the absence of the antenna wires (see Fig. 90b). The other current generators are found using the transmission-1ine theory of [2]. Fig. 91 shows the frequency variation of the input impedance and effective height. In this case, the effective height relates the open-circuit voltage to the incident electric field, and is a function of the angle of inctdence and polarization of the incident plane wave. These quantities are defined in Fig. 90b. Furthermore, both the input impedance and effectivc height depend on the load impedance $Z_{L}$. In Fig. 91 the values $Z_{L}=0, Z_{L}=\infty$ and $\theta=120^{\circ}$ have been used. Quantities with superscript "sc" correspond to $Z_{L}=0$, and quantities with superscript "oc" correspond to $Z_{L}=\infty$. The variation of $h_{e}$ with $\theta$ can be found in [75]. The transient response of this antenna to an incident, double exponential plane wave is given in [76].


Fig. 90. Schematic diagrams and equivalent circuit of the two HF fixedwire antennas on the E-4 aircraft. $Z_{L}$ is the load impedance across $A^{\prime}, B$.


Fig. 91. Input impedance and effective height of the $\mathrm{HF}(2-30 \mathrm{MHz}$ ) fixed-wire antennas on the E-4 aircraft.

## c. HF Notch Antemma

The $H F$ notch antenna shown in Fig. $22 b$ can be found on the $B-1$ aircraft. This antenna has a slot parallel to the leading edge of the vertical stabiIlzer and it is shunt fed at the base. The equivalent circuit is given in Fig. 92c. The circuit elements $Y_{a}$ and $I_{\text {ind }}$ refer to a horizontal gap acruss the entire vertical stabilizer at the junction between the fuselage and the stabilizer. These two quantities are obtained from stick-model calculations. The ideal transformer accounts for the fact that the induced short-circuit current flowing in the narrow strip of the leading edge of the vert:cal stabilizer is only a fraction of the total induced shortcircuit current flowing in the entire vertical stabilizer. The transmission line with leagth 3.08 m accounts for the slot, and the voltage generator $V_{\ell}$ represents the magnetic field linking the slot at low frequencies. The input impedance and the equivalent height are shown in Fig. 93.

### 2.1.3.2 Apertures

The determination of EMP penetration through holes or apertures in the outer skin of a missilc or an aircraft is an important first step in the overall assessment of induced voltages and currents at the connector pins of electronic boxes. Apertures of interest may be intentional (e.g., small Windows, open access holes, etc.), or they may be inadvertent (as in the cases of cracks around doors and plates cuvering access ports and of poor eleatrical seams (riveted joints) in the outer skin of an aircraft or a missile).

In this section apertures of small and moderate electrical size in an infinite, perfectly conducting plane will be treated, whereas apertures backed by wires and cavities, and apertures on a curved surface will be dealt with in Chaps. 2.2 and 2.3.

### 2.1.3.2.1 Dipole-Moment 1pproximation and Polarizabilities

In many EMP-rclated applications, the apertures of interest are electrically smalı, a property which leads to very helpful simplification in computation. By electrically small it is meant that the maximum dimensions across the aperture are short relative to the wavelengths of



Fig. 93. Input impedance and effective height of the HF notch antenma.
interest. The electromagnetic fleld thar penetrates an electrically small aperture in an infinite, perfectly conducting plane can be represented approximately by the radiation from equivalent electric and magnetic dipoles $\stackrel{\rightharpoonup}{p}_{a}$ and $\stackrel{\rightharpoonup}{m}_{a}$ of the aperture (cf. Sec. 1.4.1.4.2). The dipole fields $\vec{E}$, $\vec{H}^{d}$ at $\vec{r}^{r}$ radiated by $\vec{p}_{a}$ and $\vec{m}_{a}$ at the origin of the coordinate system in free space are given by

$$
\begin{align*}
& \overrightarrow{\mathrm{E}}(\overrightarrow{\mathrm{r}}, s)=-\frac{1}{\varepsilon} \nabla \times\left[\ddot{p}_{a}(s) \times V G(\vec{r}, s)\right]+s \mu \vec{m}_{a}(s) \times V G(\vec{r}, s)  \tag{124}\\
& \vec{H}(\vec{r}, s)=-s \vec{p}_{a}(s) \times V G(\vec{r}, s)-V \times\left[\vec{m}_{a}(s) \times V G(\vec{r}, s)\right]
\end{align*}
$$

where $G(\vec{r}, s)=e^{-\gamma r} /(4 \pi r)$. in the time domain ${ }^{\text {d }}$, ${ }^{+1}$ are given by

$$
\begin{align*}
& \vec{E}^{d}(\vec{r}, t)=\frac{1}{4 \pi \varepsilon} v \times\left[\frac{1}{r^{2}} p_{a}(t) \vec{I}_{2} \times \overrightarrow{I_{r}}\right]-\frac{1}{4 \pi} \frac{1}{r^{2}} \vec{m}_{a}(t) \times \vec{I}_{r} \\
& \vec{H}^{d}(\vec{r}, t)=\frac{1}{4 \pi} \frac{1}{r_{2}} \dot{p}_{a}(t) I_{z} \times \dot{I}_{r}+\frac{1}{4 \pi} v \times\left[\frac{1}{2} \dot{u}_{a}(t) \times \vec{I}_{r}\right] \tag{1.25}
\end{align*}
$$

where $I_{z}$ is the unit vector perpendicular to the plano of the aperture, and the dot represents time differentiation. Note that the radiated far field has been neglected in (125).

The aperture equivalent electric and magnetic dipole moments $\stackrel{\rightharpoonup}{p}_{a}, \dot{m}_{a}$ are related to the elactric and magnetic (maged) polarizability fansuru

where 若 , 部 sc are the short-circuit fields at the aperture.
The representation of the effect of an aperture in a perfectiy conducting surface by equivalent dipoles is suggested in Fig. 94. In Fig, $94 a$ is seen

(a) original problem.
(b) equivalent problem

F1g. 94. (a) Portion of conducting surface with aperture; (b) shorted aperture with uquivalent dipoles on shadow side of surface.
a portion of a conducting surface with an aperture illualnated by an incident
 equivalent problem, the aporture is short-circuited, i.e., the conducting surface is made continuous, extending over the region where the aparture exiuted tis the original problem, and the equivalent dipoles are placed at the shorted aperture on the shadow side of the surface .... opposite from the so-called illuminated side of the surface in which the sources exist.

### 2.1.3.2.2 Simp1o Apertures

a. Simple Apertures of Small Bioctrical Size
 the narrow slit have been conputed theoreticaliy [77-79] and their expressions are given in table 14.

Cohn [80,81] has expe-imentally confirmed the expressions in table 14 and has also experimentally determined the polarizabilities of apertures of several other shapes. His data, together with values based upon table 14, are preseated in Figs. 95-98; Flgs. 96-98 are taken from [82].
Table 14. APERTURE POLARIZABILITIES

| Shape | ${ }^{\infty} \mathrm{e,zz}$ | $\alpha_{m, x x}$ | $\alpha_{\text {m, }}$ yy |
| :---: | :---: | :---: | :---: |
| Circle $\text { ( } \mathrm{d}=\text { Diameter) }$ | $\frac{1}{12} \mathrm{~d}^{3}$ | $\frac{1}{6} \mathrm{~d}^{3}$ | $\frac{1}{6} d^{3}$ |
| E111pse* | $\frac{\pi}{24} \frac{w^{2} \ell}{E(m)}$ | $\frac{\pi}{24} \frac{e^{3} m}{K(m)-E(m)}$ | $\frac{\pi}{24} \frac{\ell^{3} m}{(\ell / w)^{2} E^{\prime}(m)-K(m)}$ |
| Narrow Eillpse $(\omega \ll \ell)$ | $\frac{\pi}{24} \mathrm{w}^{2} \ell$ | $\frac{\pi}{24} \frac{\ell^{3}}{\ln (4 \ell / w)-1}$ | $\frac{\pi}{24} \mathrm{w}^{2} \ell$ |
| $\begin{aligned} & \text { Narrow Slit } \\ & (\mathrm{w} \ll \hat{\ell}) \end{aligned}$ | $\frac{\pi}{16} \mathrm{w}^{2} \ell$ | $\frac{\pi}{24} \frac{\ell^{3}}{\ln (4 \ell / w)-1}$ | $\frac{\pi}{16} \mathrm{w}^{2} \ell$ |

[^5]

Fig. 95. Noimalized electric (maged) polarizability of an elliptical aperture.


Fig. 96. Normalized electric (imaged) polarizabilities for four aperture fhapes.


Fig. 97. Normalized magnetic (imaged) polarizabilities for eiliptical, rectangular, and rounded rectangular apertures.


Fig. 98. Nozwa! ized magnetic (imaged) polardzabilities for three aperture shapes.

De Meulenaere and Van Bladel present polarizability data using a different normalization [79]. In Fig. 99 is plotted $\alpha_{e} A^{-3 / 2}$ versus $w / h$, where $A$ is the aperture area. As can be seen in Fig. 99, $\alpha_{e} A^{-3 / 2}$ is not wary sensitive to aperture shape and depends almost entirely upon the width-to-length ratio $w / l$. The normalized magnetic (imaged) polarizability components, $\alpha_{m, y y} A^{-3 / 2}$ and $A^{3 / 2} \alpha_{m, x x}^{-1}$, are presented in Figs. 100 and 101 [79]. Except for the cross, one sees very similar values for the various shapes. Since values for the ellipse are almost identical to those for the roundedoff rectangle, the curve for the ellipse is omitted.

The normalization factor $A^{3 / 2}$ used in Figs. 99-101 is very important In practical applications because of the fact that with the exception of $\alpha_{m, x x}$ for the cross, the normalized polarizabilities of various apertures are nearly the same as those for an ellipse. Hence, one may employ the simple formulas in table 14 for the ellipse to compute the polarizabilities of other shapes (except $\alpha_{m, x x}$ of the cross), if the normalization $A^{3 / 2}$ is used.

Latham [83] has noted that for an elliptical aperture, the electric (imaged) polarizability normalized by the ratio $A^{2} / P$, where $A$ is the aperture area and $P$ is its perimeter, is

$$
\begin{equation*}
\frac{p}{A^{2}} \alpha_{e} \simeq \frac{4}{3 \pi} \tag{127}
\end{equation*}
$$

indepsndent of the eccentricity of the ellipse. Latham also points out that a useful empirical formula for $\alpha_{m, y y} /\left(A^{2} / P\right)$ for a rectangular aperture is

$$
\begin{equation*}
\frac{p}{A^{2}} \alpha_{m, y y}=\frac{\pi}{8}(1+0.55 \mathrm{w} / \ell) \tag{128}
\end{equation*}
$$

When $w / \ell<0.5$, (128) differs from an accurate numerical solution by less than 3\%.

Jaggard and Papas [84] have proposed the following bounds for simple apertures with small eccentricity. which is defined to be $\left(1-w^{2} / \ell^{2}\right)^{\frac{1}{2}}$,


Fig. 99. Normalized electric (imaged) polarizabilities of various apertures.


Fig. 100. Normalized magnetic (imaged) polarizabilities.



Fig. 101. Normalized reciprocal.
magnetic (imaged)
polarizabilities.

$$
\begin{align*}
& \frac{16}{3 \pi} \frac{A^{2}}{P} \leq \alpha_{e} \leq \frac{8}{3}\left(\frac{A}{\pi}\right)^{3 / 2}  \tag{129}\\
& \frac{16}{3}\left(\frac{A}{\pi}\right)^{3 / 2} \leq\left\langle\alpha_{m}\right\rangle \leq \frac{16}{3}\left(\frac{P}{2 \pi}\right)^{3}
\end{align*}
$$

where $\left\langle\alpha_{m}\right\rangle=\left(\alpha_{m, x x}+\alpha_{m, y y}\right) / 2$.

## b. Simple Apertures of Moderate Electrical Size

If the frequency of interest is sufficiently high that the largest dimension of the aperture is no longer a small fraction of the wavelength, then the dipole-moment approximation is no longer valid. Fortunately, in most EMP applications t'is situation is relatively rare because of the bandIimited nature of the EMP and the physical sizes of the systems of interest.

## b. 1 Circular Aperture

Fig. 102 shows the aperture electric field distribution for a circular aperture of radius $0.25 \lambda$ for normal incidence [85]. Some comparisons with experimental results [86] are also given in the figure. Fig. 103 shows the penetrant electric and magnetic ficld along the axis of a circular aperture. The fields computed by the dipole-moment approximaticn are also displayed in the figure.

## b. 2 Slots

Long and narrow slots can be approximated in many EMP applications by infinitely long slots, if the observation point is not near the slot ends or near a point at which the slot field has a null. For TE illumination (which is more important than TM excitation) of an infinitely long, narrow slot in an infinite ground plane (Fig. 104) the electric field $E_{X}$ in the slot is [87]

$$
\begin{equation*}
E_{x}(x, 0)=\frac{1}{2 \sqrt{(k w / 2)^{2}-(k x)^{2}}}\left[j \frac{z_{o} H_{s c, y}}{\ln (\Gamma k w / 8)+j \pi / 2}+k x E_{s c, z}\right] \tag{131}
\end{equation*}
$$



Fig. 102. Electric fie1d iistribution in the aperture of $0.5 \lambda$ diameter for normal incidence.


Fig. 103. Penetrant electric and magnetic field for an aperture of $0.5 \lambda$ diameter and for normal incidence.
where $|\mathrm{kw}| \ll 1$ and $\Gamma=1.78107$ is Euler's constant and wis the slot width. At a distance $\rho$ from the slot axis large relative to slot width $w$ and amall relative to wavelength $\lambda$, the magnetic field $H_{y}$ is

$$
\begin{equation*}
H_{y}(\rho, \psi)=\frac{H_{s C, y}}{\ln (\Gamma k w / 8)+j \pi / 2}\left(f_{e}+j \pi / 4\right)+j(k w / 16) f_{0} E_{s c, z} / z_{0} \tag{132}
\end{equation*}
$$

where

$$
\begin{align*}
& f_{e} \simeq \frac{1}{2} \ln \left(\frac{\Gamma k \rho}{2}\right)-\frac{1}{16}\left(\frac{w}{\rho} \sin \psi\right)^{2}-\frac{3}{128}\left(\frac{w}{\rho} \sin \psi\right)^{4} \\
& f_{0} \simeq \frac{W}{\rho} \sin \psi+\frac{1}{4}\left(\frac{W}{\rho} \sin \psi\right)^{3} \tag{133}
\end{align*}
$$

For a finite-length narrow slot maximum penetration occurs when the slot length is near $\lambda / 2$ or an odd multiple thereof, and when the magnetic field of the excitation is directed parallel to the slot axis and is an


Fig. 104. Infinite slot in a ground plane subject to TE illumination (cross-sectional view).
even function relative to the slot center. Strong penetration also occurs through slots whose lengths are multiples of one wavelength when the axially directed magnetic field possesses a rich odd-function component. Such "worst case" data can be deifived from the dual results available for thin wires.

As an example illustrative of the EMP field passing through a finitelength slot, $H_{s c, y}(t)$ is selected to be constant along the slot axis with the double exponential pulse time variation shown in Fig. 105a. Fig. 105b displays the time history of the electric field $E_{X}(t)$ at a point two meters behind the plane and passing through a $155 \mathrm{~cm} \times 1.3 \mathrm{~cm}$ slot.

### 2.1.3.2.3 Hatch Apertures

Examples of some hatch apertures of practical interest are shown in Fig. 106, each of which represents a narrow slot of width $g$ cut in a thin, perfectly conducting plane. In all cases, $g \ll \ell, g \ll \omega$, and $g \ll d$,

Figs. 106a and 106d might represent a "covered" access hole or doorway, while Fig. 106b might be a circular access hole with a cover hinged on one side (at $y=-d / 2$ ) and latched on the other (at $y=d / 2$ ). The example of Fig. 106e could be representative of a doorway closed by means of double doors, while Fig. 106 c might represent the cover of a missile silo.

Polarizabilities for the hatch apertures of Fig. 106 are given in [88,89], and simple formulas for these polarizabilities are sumnarized in table 15. One should note that the presence of the hinge and latch in Fig. 106b has negligible effect on $\alpha_{m, y y}$, while it does modify $\alpha_{m, x x}$ and $\alpha_{e}$, as is seen from a comparison of the polarizabilities of the apertures of Figs. 106a and 106b. Similarly, the presence of the center slot in Fig. 106e influences only $\alpha_{m, x x}$.

Closed doors and covered access holes often are sealed by means of conducting gaskets that can reduce the penetration of electromagnetic energy. The presence oi the gasket can be accounted for in the determination of the polarizabilities $[88,89]$, and the resulting polarizabilities of gasket-sealed hatch apertures are listed in table 16.


Fig. 105. (a) Waveform of the short-circuit field $H_{s c, y}(t)$ in the plane; (b) time-domain behavior of $E_{x}(t)$ at a point 2 meters behind the rectangular aperture.


Fig. 106. Hatch apertures.

### 2.1.3.2.4 Array of Apertures

For a row of periodically spaced apertures as shown in Fig. 107 the normalized (imaged) polarizabilities $\bar{\alpha}_{e}, \bar{\alpha}_{m, x x}$ and $\bar{\alpha}_{m, y y}$ are given by [83,90], with the $x, y$-axes being the principal axes of the apertures,

$$
\begin{gather*}
\bar{\alpha}_{e} \equiv \frac{\alpha_{e}}{\alpha_{e o}}=\frac{1}{1-\frac{2 \zeta(3)}{\pi} \frac{\alpha_{e c}}{d^{3}}}  \tag{134}\\
\bar{\alpha}_{m, x x} \equiv \frac{\alpha_{m, x x}}{\left(\alpha_{m o}\right)_{x x}}=\frac{1}{1+\frac{2 \zeta(3)}{\pi} \frac{\left(\alpha_{m o}\right)_{x x}}{d^{3}}} \tag{135}
\end{gather*}
$$

Table 15. polarizabilities of hatch apertures

| Aperture | ${ }_{\text {a }}$ | $a_{\text {m,xx }}$ | $\alpha_{\text {m, }}$ y |
| :---: | :---: | :---: | :---: |
| Fig. 1068 | $\frac{\pi^{2}}{32} \frac{d^{3}}{\ln (16 d / g)-2}$ | $\frac{\pi^{2}}{16} \frac{d^{3}}{\ln (16 \mathrm{~d} / \mathrm{g})-2}$ | $\frac{\pi^{2}}{16} \frac{d^{3}}{\ln (16} \frac{d / g)-2}{}$ |
| Fig. 106b | $\frac{\pi^{2} d^{3}}{16 \Omega} \frac{s^{2} \mu \varepsilon}{\left.s^{2} \mu \varepsilon+128 \mathrm{~L} /\left(\pi \Omega d^{2}\right)^{2}\right)}$ | $\frac{\pi^{2} \mathrm{~d}^{3}}{88}\left[1-\frac{8 / \pi^{2}}{1+\Omega g^{2} /(8 \pi d h)}\right]$ | $\left.\frac{\pi^{2}}{16} \frac{\mathrm{~d}^{3}}{\ln (16} \mathrm{d} / \mathrm{g}\right)-2$ |
| Fig. 106c | $\frac{\pi^{2} d^{3}}{16 \Omega} \frac{s^{2} \mu \varepsilon}{s^{2} \mu \varepsilon+192 \mathrm{~h} /\left(\pi \Omega \mathrm{dg}^{2}\right)}$ | $\frac{\pi^{2} \mathrm{~d}^{3}}{8 \Omega}\left[1-\frac{27 /\left(4 \pi^{2}\right)}{1+9 \Omega g^{2} /(64 \pi d h)}\right]$ | $\frac{\pi^{2} \mathrm{~d}^{3}}{8 \Omega}\left[1-\frac{27 /\left(4 \pi^{2}\right)}{1+9 \Omega g^{2} /(64 \pi d h)}\right]$ |
| Fig. 106d | $\frac{\pi}{4} \frac{l^{2} w}{(1+\ell / w) \ln [4(\ell+w) / \sigma]}$ | $\frac{\pi}{12} \frac{\ell^{3}[1+3(w / \ell)]}{\ln [4(\ell+w) / g]}$ | $\frac{\pi}{12} \frac{w^{3}[1+3(\ell / w)]}{\ln [4(l+w) / g]}$ |
| Fig. 106e | $\frac{\pi}{4} \frac{\ell^{2} w}{(1+\ell / w) \ln [4(\ell+w) / g]}$ | $\frac{\pi}{24} \frac{\ell^{3}\left[8 / 3+7(w / \ell)+2(w / l)^{2}\right]}{\ln [4(l+w) / g]}$ | $\frac{\pi}{12} \frac{w^{3}[1+3(l / w)]}{\ln [4(l(l+w) / g]}$ |

Note: $\Omega=2[\ln (1.6 \mathrm{~d} / \mathrm{g})-2]$
Table 16. DOLARIZABILITIES OF GASKET-SEALED hatch aprrtures

| Aperture | $a_{e}(\mathrm{~s})$ | $\alpha_{\mathrm{m}, \mathrm{xx}}{ }^{(8)}$ | $\alpha_{\mathrm{m}, \mathrm{yy}}{ }^{\text {(s) }}$ |
| :---: | :---: | :---: | :---: |
| Fig. 106a | $\frac{\pi^{2} s \varepsilon}{16} \frac{d^{4}}{2 G}+8 C_{c}$ | $\frac{\pi^{2}}{4 \mu} \cdot \frac{d^{2}}{1 / L_{c}+8 G_{c}}$ | $\frac{\pi^{2}}{4 \mu} \cdot \frac{d^{2}}{1 / L_{c}+8 G_{c}}$ |
| Fig. 106b | $\frac{\pi^{2} 8 \varepsilon}{16} \cdot \frac{d^{4}}{2 G_{c}+8 C_{c}+2 / s L_{h}}$ |  | $\frac{\pi^{2}}{4 \mu} \cdot \frac{d^{2}}{1 / L_{c}+8 G_{c}}$ |
| Fig. 106c | $\frac{\pi^{2} s \varepsilon}{16} \cdot \frac{d^{4}}{2 G_{c}+s C_{c}+3 / s L_{h}}$ |  |  |
| Fig. 106d | $\frac{s \varepsilon \ell^{2}{ }^{2}{ }^{2}}{G+s C}$ | $\frac{1}{1+B L_{x} G_{x}} a_{m, x x}(0)$ | $\frac{1}{1+\mathrm{SL}_{\mathrm{L}} \mathrm{G}_{\mathrm{y}}} \alpha_{\mathrm{m}, \mathrm{yy}}{ }^{(0)}$ |
| Fig. 106e | $\frac{s \in \ell^{2}{ }^{2}{ }^{2}}{G+s C}$ | $\frac{1}{1+s\left(L_{x}+L_{z}\right) G_{x}^{\prime}} \alpha_{m, x x}(0)$ |  |

[^6]The static polarizabilities $\alpha_{m, x x}(0)$ and $\alpha_{m, g y}(0)$ in the table entries are those of the corresponding hatch aperture without gasket found in table 15.
(iii) Constants: $G=2 \Delta \Delta(\ell+w) / g ; \quad C=2 \varepsilon \Omega(\ell+w) / \pi ; \quad \Omega=2 \ell n[4(\ell+w) / g] ; \quad L_{x}=\mu \pi \ell(1+2 w / \ell) / 8 \Omega$; $L_{y}=\mu \pi w(1+2 l / w) / 8 \Omega ; \quad G_{x}=\sigma \Delta l / g ; \quad G_{x}^{\prime}=G_{x} /(1+w / 3 l) ; \quad L_{a}=(\pi \mu l / 24 \Omega) w^{2} / l^{2} ;$ $G_{y}=\sigma \Delta v / g ; G_{c}=\pi \sigma \Delta d / 2 g ; L_{c}=\mu d /[4 \ln (16 d / g)-8] ; L_{h}=\mu \pi g^{2} /(64 \mathrm{~h}) ;$ $C_{c}=2 \varepsilon d[\ln (16 d / g)-2]$.
\[

$$
\begin{equation*}
\bar{\alpha}_{m, y y} \equiv \frac{\alpha_{m, y y}}{\left(\alpha_{m o y y}\right)_{y y}}=\frac{1}{1-\frac{4 \zeta(3)}{\pi} \frac{\left(\alpha_{m o}\right)_{y y}}{d^{3}}} \tag{136}
\end{equation*}
$$

\]

Here $\alpha_{e o},\left(\alpha_{m o}\right) x_{x x}$ and ( $\alpha_{m o}$ ) yy are the polarizabilities of one isclated aperture in an infinfte ground plane, and $\zeta$ is the Riemann zeta-function and $\zeta(3)=1.202$. If there are only two apertures, one simply replaces $2 \zeta$ ( 3 ) with unity in (134) (136). A comparison of the simple formulas (134)-(136) with the numerical results of Fig. 108 [91] for the case of rectangular apertures shows that they are accurate to within $5 \%$ for (aperture-aperture separation) $\geq 2$ times (aperture's maximum linear dimension).

### 2.1.3.2.5 Apertures With Impedance Loading

Loading an aperture with a sheet impedance or coating the conductor containing the aperture (Figs. 109a,b) will change the aperture's polarizabilities. The relation between the magnetic (imaged) polarizability $\alpha_{m}$ of a loaded aperture and that of the same aperture without impedance loading $\alpha_{\text {mo }}$ is approximately


Fig. 107. A row of periodic small apertures.


Fig. 108. (a) Normalized electric (imaged) polarizability; (b) and (c) normalized magnetic (imaged) polarizabilities for a single aperture in an infinite, linear array subfect to uniform illumination.

(a)


Fig. 109. (a) An impedance-loaded aperture in an infinite ground plane; (b) a hole in an infinite ground plane sandwiched by dielectric slabs.

$$
\begin{equation*}
\alpha_{\mathrm{m}} \simeq\left(1+\frac{2}{3 \pi} \frac{s L_{\mathrm{a}}}{Z_{s}}\right)^{-1} \alpha_{\mathrm{mo}} \tag{137}
\end{equation*}
$$

In which $Z_{s}$ denotes the sheet impedance of the aperture loading material, and $L_{a}$ is the "equivalent" inductance of the unloaded aperture and given approximately by

$$
\begin{equation*}
L_{a} \simeq \mu_{0} \frac{A}{P} \tag{138}
\end{equation*}
$$

for apertures of small eccentricity, where $A=$ aperture area and $P=$ aperture perimeter.

The factor by which the magnetic flux linking the aperture is reduced by the loading is the same as that given in (137) above, except that the factor $2 /(3 \pi)$ is replaced by $1 / 4$.

The geometry of a dielectric-backed and dielectric-coated conductor containing a circular aperture of radius a is shown in Fig. 110. The dielectric backing has relative permittivity $\varepsilon_{r 1}$ and the coating has relative


Fig. 110. A dielectric-coated and dielectric-backed circular aperture in a ground plane.
permittivity $\varepsilon_{r 2}$ and thickness $h$. The region above the coating is free space. The electric (imaged) polarizability of the aperture $\alpha_{e}$ is given by [92]

$$
\begin{equation*}
\alpha_{e}=\frac{2 \varepsilon_{r 1}}{\varepsilon_{r 1}+\varepsilon_{r 2}} F\left(\varepsilon_{r 1}, \varepsilon_{r 2}, h / a\right) \alpha_{e o} \tag{139}
\end{equation*}
$$

in which $\alpha_{\text {eo }}$ is the electric (imaged) polarizability of the aperture in the conducting plane when $\varepsilon_{r 1}=\varepsilon_{r 2}=1$. In the limit as $h \rightarrow 0, F \rightarrow\left(\varepsilon_{r 1}+\varepsilon_{r 2}\right) /$ $\left(\varepsilon_{r 1}+1\right)$, so that

$$
\begin{equation*}
\lim _{h \rightarrow 0} \alpha_{e}=\left(\frac{2 \varepsilon_{r l}}{1+\varepsilon_{r l}}\right) \alpha_{e o} \tag{140}
\end{equation*}
$$

and when $h \rightarrow \infty, F \rightarrow 1$, so that

$$
\begin{equation*}
\lim _{h \rightarrow \infty} \alpha_{e}=\left(\frac{2 \varepsilon_{r 1}}{\varepsilon_{r 1}+\varepsilon_{r 2}}\right) \alpha_{e o} \tag{141}
\end{equation*}
$$

The ratio $\alpha_{e} / \alpha_{e o}$ is shown plotted as a function of $h / a$ for various values of $\varepsilon_{r 1}$ and $\varepsilon_{r 2}$ in Fig. 111. It should be noted that when ( $h / a$ ) $\geqslant 1$, the result given in (141) is quice accurate.

### 2.1.3.3 Metallic and Advanced Composite Walls

The transfer-function relationship between the tangential field components $\vec{E}_{\text {to }}$ and $\vec{H}_{\text {to }}$ on the outer surface of a metallic or advanced composite wall and the field components $\vec{E}_{t i}$ and $\vec{H}_{t i}$ on the inner surface of the wall is of the following form (Fig. 112)

$$
\left[\begin{array}{c}
\vec{E}_{t i}  \tag{142}\\
\vec{H}_{t i}
\end{array}\right]=\left[\begin{array}{cc}
{\stackrel{\leftrightarrow}{B_{11}}}_{11} & \stackrel{\leftrightarrow}{B}_{12} \\
\stackrel{\leftrightarrow}{B}_{21} & \stackrel{\leftrightarrow}{B}_{22}
\end{array}\right] \cdot\left[\begin{array}{c}
\vec{E}_{t o} \\
\vec{H}_{t o}
\end{array}\right]
$$

The matrix of dyadics in (142) is a "boundary connection supermatrix" [93]. Its dyadic elements $\stackrel{\leftrightarrow}{B}_{1 j}$ can be written as

$$
\begin{align*}
& \stackrel{\leftrightarrow}{B}_{11}=B_{11} \stackrel{\leftrightarrow}{i} \\
& \stackrel{\leftrightarrow}{B}_{12}=-B_{12} \vec{I}_{n} \times{ }_{I}  \tag{143}\\
& \stackrel{\leftrightarrow}{B}_{21}=B_{21} \mathbf{I}_{\mathrm{n}} \times \stackrel{\leftrightarrow}{I} \\
& \stackrel{\leftrightarrow}{B}_{22}=B_{22} \xrightarrow{T}
\end{align*}
$$

In which the parameters $B_{1 j}$ depend upon the structure and composition of the wall and $I_{n}$ is the unit vector normal to the wall and pointing into the "Inside" region bounded by the wall.

Eduivalent electric and magnetic surface current densities located on the inner surface of the wall are often useful in the calculation of the fields penetrating the wall. These source densities can be considered to radiate in free space, or the wall can be replaced by a perfect conductor with an impressed magnetic surface currunt density (in the latter case it is not necessary to consider the electric current density). The original problem and its equivalents are shown in Fig. 112. The equivalent surface densities $\vec{J}_{e q}$ and $\vec{J}_{m, \text { eq }}$ are


Fig. 111. Normalized electric (imaged) polarizability for various $\varepsilon_{r 1}$ and $\varepsilon_{r 2}$ values.

$$
\begin{align*}
\vec{J}_{e q} & =\vec{I}_{n} \times \vec{H}_{t i} \\
& =-B_{21} \vec{E}_{t o}+B_{22} I_{n} \times \vec{H}_{t o}  \tag{144}\\
\vec{J}_{m, e q} & =-\vec{I}_{n} \times \vec{E}_{t i} \\
& =-B_{11} \vec{I}_{n} \times \vec{E}_{t o}-B_{12} \vec{H}_{t o} \tag{145}
\end{align*}
$$

original problem

equivoient problem: currents radiating in free spoce

equivalent problem: currents radiating in the presence of a perfect conductor


Fig. 112. The imperfect-wall penetration problem and its equivalent problems. The fields in the interior region are identical in each problem.

In most problems of interest, the wall is a good conductor, so that Jeq, $\vec{J}_{m, e q}$ are related to $\vec{H}_{s c}, \vec{H}_{s c}$ being the short-circuit field on the outside surface of the wall. In these cases, $\vec{J}_{e q}$ and $\vec{J}_{\text {m, eq }}$ can be written in terms of the short-circuit surface current density $\vec{J}_{s c}=-\vec{I}_{n} \times \vec{H}_{s c}$ as

$$
\begin{align*}
& \vec{J}_{e q}=\stackrel{\sim}{T}_{c e} \cdot \vec{J}_{s c}  \tag{146}\\
& \vec{J}_{m, e q}=\stackrel{\leftrightarrow}{T}_{c m} \cdot \vec{J}_{s c}
\end{align*}
$$

in which

$$
\begin{align*}
& {\stackrel{\leftrightarrow}{T_{c e}}}=-T_{c}(s) \not{T}  \tag{147}\\
& \stackrel{\leftrightarrow}{T}_{c m}=-Z_{o} T_{c}(s) I_{n} \times \vec{I}
\end{align*}
$$

and the transfer function $T_{c}(s)$ is

$$
\begin{equation*}
T_{c}(s)=\left(B_{11}-Z_{o} B_{21}\right)^{-1} \tag{148}
\end{equation*}
$$

The analysis and results presented here are based fundamentally on the assumption that the wall under consideration is physically thin in comparison to its local principal radii of curvature. Eqs. (146) and onward are valdd for walls which act as "good" zinields, so that the approximation $\vec{H}_{t o} \simeq \overrightarrow{\mathrm{H}}_{\mathrm{sc}}$ holds. This is the case in neariy all practical applications. It is alzo assumed that the medjum on either side of the wall is free space.

### 2.1.3.3.1 Homogeneous Conducting We11s

The boundary-connection parameters $B_{i f}$ for a solid conducting wall of thickness d, conductivity $\sigma$, and permittivity $\mu$, are

$$
\begin{align*}
& B_{11}=B_{22}=\cosh \sqrt{s \tau_{d}} \\
& B_{12}=-R \sqrt{S \tau_{d}} \sinh \sqrt{s \tau_{d}}  \tag{149}\\
& B_{21}=-\frac{1}{R} \frac{\sinh \sqrt{s \tau_{d}}}{\sqrt{s \tau_{d}}}
\end{align*}
$$

where $R=(\sigma d)^{-1}$ denotes the $d c$ resistance of the wall material and $\tau_{d}=\mu \sigma d^{2}$ is the diffusion time constant. The trassfer function $T_{c}(s)$ is then

$$
\begin{equation*}
T_{c}(s)=\left(\cosh {\sqrt{s \tau_{d}}}_{d}+\frac{z_{o}}{R} \frac{\sinh \sqrt{s \tau_{d}}}{\sqrt{s \tau_{d}}}\right)^{-1} \tag{150}
\end{equation*}
$$

A useful approximate expression for $T_{c}(s)$, valid with negligible error over the entire EMP frequency range, is

$$
\begin{equation*}
T_{c}(s) \simeq \frac{R}{Z_{0}} \sqrt{s \tau_{d}} \operatorname{csch} \sqrt{s \tau} d \tag{151}
\end{equation*}
$$

The magnitude and phase of the function $\left(Z_{0} / R\right) T_{c}$ are shown plotted as a function of $f \tau_{d}$ (where $f$ is the frequency) in $F i \varepsilon$. $113 a$. When $2 \pi f \tau_{d} \gg 1$,

$$
\begin{align*}
& \left(Z_{o} / R\right)\left|T_{c}\right| \simeq 2 \sqrt{2 \pi f \tau_{d}} e^{-\sqrt{\pi f \tau_{d}}} \\
& \arg T_{c} \simeq \frac{\pi}{4}-\sqrt{\pi f \tau_{d}} \tag{152}
\end{align*}
$$

The Inverse Laplace transform of $T_{c}(s)$, from which the impulse responses of the equivalent surface current densities arf readily obtained, is [94]

$$
\begin{aligned}
t_{c}(t) & \simeq \frac{2 \pi^{2} R}{\tau_{d} Z_{0}} e^{-\pi^{2} t / \tau_{d}} \quad\left(t \geq \tau_{d}\right) \\
& \simeq \frac{2 \pi^{2} R}{\tau_{d}^{2}}\left(a^{-\pi^{2} t / \tau_{d}}-4 e^{-4 \pi^{2} t / \tau_{d}}+9 e^{-9 \pi^{2} t / \tau_{d}}\right), \quad\left(\tau_{d} / 20 \leq t \leq \tau_{d}\right) \\
& \simeq \frac{R}{\sqrt{\pi} \tau_{d} Z_{0}}\left(t / \tau_{d}\right)^{-5 / 2} e^{-\tau_{d} / 4 t} \quad\left(t \leq \tau_{d} / 20\right)
\end{aligned}
$$

A plot of $\left(Z_{o} \tau_{d} / R\right) t_{c}(t)$ as a function of $t / \tau_{d}$ is shown in Fig. 113b.


Fig. 113. (a) Magnitude and phase of $\left(Z_{o} / R\right) T_{c}$ versus $f \tau_{d}$ for imperfectly conducting solid walls, and (b) $\left(Z_{o} \tau_{d} / R\right) t_{c}(t)$ versus $t / \tau_{d}$ for imperfectly conducting solid walls - tie impulse response.

Eq. (150) is valid whenever the wall material may be considered to be a good conductor, $1 . e .$, when the displacement current density can be neglected in comparison to the conduction current density: $2 \pi f \varepsilon_{o} / \sigma \ll 1$. Eq. (151) is valid if $z_{0} \gg R, \sqrt{2 \pi f \varepsilon_{0} / \sigma} \ll 1$. The relative error in (151) is less than $0.25 \%$ when $f \leq 10^{0} \mathrm{~Hz}$ and $\sigma \geq 10^{4}$ who/m; the relative error. in (150) is completely negligible under these conditions.

Eq. (153) describes the time history of the impulse response of the equivaient surface current densities within a relative error of $0.1 \%$.

### 2.1.3.3.2 Mesh-Shielded Nonconductive Walls

A mesh-shielded nonconductive wall (e.g., a boron-epoxy composite panel with a bonded-junction wire mesh embedded in one surface) is completely characterizea for EMP shielding calculations by the following boundaryconnection parameters $B_{i j}$ :

$$
\begin{align*}
& \mathrm{B}_{11}=\mathrm{B}_{22}=1 \\
& \mathrm{~B}_{12}=0  \tag{154}\\
& \mathrm{~B}_{21}=-1 / Z_{\mathrm{sh}}
\end{align*}
$$

The impedance $\mathrm{Z}_{\mathrm{sh}}$ is the equivalent sheet impedance of the mesh and is given by

$$
\begin{align*}
z_{s h} & =z_{w}^{\prime} a+\frac{s \mu_{0} a}{2 \pi} \ln \left[\left(1-e^{-2 \pi r / a}\right)^{-1}\right]  \tag{155}\\
& -\varepsilon_{p} \frac{a}{2 \pi s \varepsilon_{0}\left(1+\varepsilon_{r}\right)} \ln \left[\left(1-e^{-2 \pi r / a}\right)^{-1}\right] \nabla_{s}^{2}
\end{align*}
$$

where

$$
\begin{aligned}
a & =\text { mesh size } \\
r & =\text { wire radius } \\
\varepsilon_{r} & \left.=\text { relative permittivity of the panel (typically } \varepsilon_{r} \simeq 5\right) \\
z_{W}^{\prime} & =\text { impedance per unit length of wiras } \\
& \approx R_{W}^{\prime} \text { (de resistance per unit length) }
\end{aligned}
$$

$$
\begin{aligned}
& q_{p}=\left\{\begin{array}{l}
0, \text { for perpendicular polarization (Fig. 114) } \\
1, \text { for parallel polirization (Fig. 114) }
\end{array}\right. \\
& \nabla_{z}^{2}=\left\{\begin{array}{l}
\text { surface Laplacian operator } \\
\frac{s^{2}}{c^{2}} \sin ^{2} \theta, \text { for plane-weve fields (Fig. 114) }
\end{array}\right.
\end{aligned}
$$

In what follows, we consider locally plane-wave fields and write

$$
\begin{equation*}
z_{s h}=R_{s h}+s L_{s h} \tag{156}
\end{equation*}
$$

in which

$$
\begin{equation*}
R_{s h}=R_{w}^{\prime} a, \quad L_{s h}=\frac{\mu_{0}^{a}}{2 \pi}\left(1-q_{p} \frac{\sin ^{2} \theta}{1+\varepsilon_{r}}\right) \ln \left[\left(1-e^{-2 \pi r / a}\right)^{-1}\right] \tag{157}
\end{equation*}
$$


(a)

(b)

Fig. 114. (a) Parallel polarization; (b) perpendicular polarization.

The transfer function $T_{c}(s)$ is

$$
\begin{equation*}
T_{c}(s)=\frac{R_{s h}+s L_{s h}}{Z_{o}+R_{s h}+s L_{s h}} \tag{158}
\end{equation*}
$$

Over the EMP spectrum $\left|R_{s h} / Z_{o}+s L_{s h} / Z_{o}\right| \ll 1$, and hence

$$
\begin{equation*}
T_{c}(s) \approx \frac{1}{Z_{0}}\left(R_{s h}+s L_{s h}\right) \tag{159}
\end{equation*}
$$

Frequency-domain expressions for the magnitude and phase of $T_{c}$ are

$$
\begin{gather*}
\left(Z_{o} / R_{s h}\right)\left|T_{c}\right|=\sqrt{1+\left(2 \pi f L_{s h} / R_{s h}\right)^{2}}  \tag{160}\\
\quad \arg T_{c}=\arctan \left(2 \pi f L_{s h} / R_{s h}\right)
\end{gather*}
$$

The inverse Laplace transform $t_{c}(t)$ of $T_{c}(s)$ is easily obtained from (159) and is given by

$$
\begin{equation*}
t_{c}(t)=\frac{R_{s h}}{Z_{o}} \delta(t)+\frac{L_{s h}}{Z_{o}} \delta^{\prime}(t) \tag{161}
\end{equation*}
$$

which clearly shows the "differentiating" character of a wall of this type.
Eq. (154) is valid when the mesh sheet admittance is large in comparison to the equivalent sheet admittance of the dielectric substrate. In typical cases, the relative error incurred by ignoring the admittance of the substrate is 1ess than $0.1 \%$.

Eq. (155) is derived under the assumption that the thin-wire approximation holds with respect to the mesh wires, i.e., that $\mathrm{r} / \mathrm{a} \ll 1$. The error incurred by the use of the thin-wire approximation is not precisely known. It is known, however, that the use of this approximation tends to underestimate the wire currents, so that the results presented here tend to overestimate the interior fields [93].

The assumption that $Z_{w}^{\prime}$ can be replaced by $R_{W}^{\prime}$ over the EMP frequency range is not correct at the upper end of the EMP spectrum. Precise error analyses are not yet available, but it is estimated that the relative error incurred by using this assumption is less than a few percent over the entire EMP spectrum.

Eq. (159) is valid when $R_{s h} / Z_{0} \ll 1$ and $2 \pi f L_{s h} / Z_{0} \ll 1$. These conditions introduce negligible error over the entire EMP spectrum for practical cases.

### 2.1.3.3.3 Mesh-Shielded Conductive Walls

The transfer function $T_{c}(s)$ for a mesh-shielded conductive wall (e.g., a mesh-shielded graphite-epoxy composite panel) is

$$
\begin{equation*}
T_{c}(s)=\left[\left(1+Z_{o} / Z_{s h}\right) \cosh \sqrt{s \tau_{d}}+\left(\frac{Z_{0}}{R}+\gamma u \frac{Z_{0}}{Z_{s h}}\right) \frac{\sinh \sqrt{s \tau_{d}}}{\sqrt{s \tau_{d}}}\right]^{-1} \tag{162}
\end{equation*}
$$

In practice, $\left|Z_{s h} / Z_{0}\right| \ll 1$ and $\left|R y d / Z_{s h}\right| \ll 1$, so that

$$
\begin{equation*}
T_{c}(s) \approx\left[\frac{Z_{0}}{Z_{s h}} \cosh \sqrt{s \tau_{d}}+\frac{Z_{o}}{R} \frac{\sinh \sqrt{s \tau_{d}}}{\sqrt{s \tau_{d}}}\right]^{-1} \tag{163}
\end{equation*}
$$

which may also be expressed as

$$
\begin{equation*}
T_{c}(s) \approx T_{c}(0) \frac{1+\rho+\alpha s \tau_{d}}{\cosh \sqrt{s^{-}} d+\left(\rho+\alpha s \tau_{d}\right) \frac{s \sin \sqrt{s \tau_{d}}}{\sqrt{s \tau_{d}}}} \tag{164}
\end{equation*}
$$

in which

$$
\begin{align*}
T_{c}(0) & =\frac{R}{Z_{0}}\left(\frac{\rho}{1+\rho}\right) \\
\rho & =\frac{R_{w}^{\prime} a}{R}  \tag{165}\\
\alpha & =\frac{a}{2 \pi d} \ln \left[\left(1-e^{-2 \pi r / a}\right)^{-1}\right]
\end{align*}
$$

Some representative curves of the magnitude of $T_{c} / T_{c}(0)$ as a function of $f \tau_{d}$ for various values of $\rho$ and $\alpha$ are shown in Fig. 115. The larger values of $a$ correspond to coarse meshes, thin panels, and/or fine wires; the larger values of $\rho$ correspond to smaller values of wire conductivity and/or thick, highly conductive panels.

Relatively simple analytical expressions for the inverse Laplace transform of $T_{c}(s)$ for a mesh-shielded conductive panel do not exist, except in the limiting cases which have been described above. One may, however, construct a series expansion for $\tau_{d} t_{c}(t)$. One such representation is


Fig. 115. Magnitude of $T_{c} / T_{c}(0)$ versus $f \tau_{d}$ for mesh-shielded conductive walls.

$$
\begin{equation*}
\tau_{d} t_{c}(t)=T_{c}(0) \sum_{n=1}^{\infty} \frac{-2 u_{n}\left(1+\rho-\alpha u_{n}^{2}\right) \exp \left(-u_{n}^{2} t / \tau_{d}\right)}{\left.\frac{d}{d u}\left[\cos u+\left(p-\alpha u^{2}\right) \frac{\sin u}{u}\right]\right|_{u}=u_{n}} \tag{166}
\end{equation*}
$$

in which the $u_{n}$ are the positive real ronts of

$$
\begin{equation*}
\cos u+\left(\rho-\alpha u^{2}\right) \frac{\sin u}{u}=0, \quad u>0 \tag{167}
\end{equation*}
$$

The series in (166) converges for all $t>0$, and for $t>\tau_{d}$ the first term is sufficient to represent $\tau_{d} t_{c}(t)$. When $t \ll \tau_{d}$, the following early-time representation is useful:

$$
\begin{align*}
\tau_{d} t_{c}(t) / T_{c}(0)= & \frac{e^{-\tau_{d} / 4 t}}{\sqrt{\pi}}\left(\frac{\tau_{d}}{t}\right)^{5 / 2}\left\{1-(1+1 / \alpha) \frac{t}{\tau_{d}}\right. \\
& \left.\left.+\frac{2\left(t / \tau_{d}\right)^{2}}{p-q} \left\lvert\, \frac{p(1+p)}{1+2 p t / \tau_{d}}-\frac{q(1+q)}{1+2 q t / \tau_{d}}\right.\right]\right\} \tag{168}
\end{align*}
$$

in which

$$
\begin{equation*}
p, q=\frac{1}{2 \alpha}(1 \pm \sqrt{1-4 \rho \alpha}) \tag{169}
\end{equation*}
$$

Representative plots of $\tau_{d} t_{c}(t) / T_{c}(0)$ versus $t / \tau_{d}$ are shown in Fig. 116.
Eq. (162) is analytically exact. Eqs. (163) and (164) are valid when the conditions $\left|Z_{s h} / Z_{0}\right| \ll 1$ and $\left|\gamma d R / Z_{s h}\right| \ll 1$ hold, and (164) is valid when (156) can be used to represent $\mathrm{Z}_{\mathrm{sh}}$. For typical meshes and conductive substrates, (164) is accurate to within a few percent.

Eq. (166) is the exact Laplace inverse of (164). When $t / \tau_{d} \geq 1$ the first term represents $\tau_{d} t_{c}(t)$ to within $0.1 \%$, if the root is accurately calculated. The early-time expression of (168) is accurate to within $0.1 \%$, for $t / \tau_{d} \leq 0.05$.



Fig. 116. $\quad \tau_{d} t_{c}(t) / T_{c}(0)$ versus $t / \tau_{d}$ for mesh-shielded conductive walls.
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CHAPTER 2.2
INTERMEDIATE INTERNAL INTERACTION, I: LINE CONDUCTORS

Between the first layer of shield (e.g., the aircraft's skin) and the connector pins of equipment boxes is a region where intermediate internal interaction takes place. Within this region there may be cable shields and other condułts such as hydraulic lines, control cables, pneumatic ducts, etc. Generically, these may all be referred to as line conductors. In this chapter engineering formulas and data will be presented to describe the interaction of these conductors.

### 2.2.1 COUPLING

The ine conductors in the intermediate internal interaction region may be excited locally by nearby apertures or in a distributed sense by the field that diffuses through conducting walls. We will first present formulas and data to describe the voltage and current sources appropriate for local excitation by nearby apertures and then the voltage source for distribuced excitation by diffused fields.

### 2.2.1.1 Line Conductors Near Apertures

Many EMP problems have to do with coupling through apertures to line conductors (wires) passing near them. For the low-frequency portion of the EMP spectrum, the usial approach is to represent the aperture by equivalent dipole sources. In a rigorous analysis, these dipole sources would be computed taking into consideration the scattering from the line conductor back into the aperture. In practice,jt is usually possible to neglect the scattering from the conductor into the aperture. In this section results are presented for a line conductor coupled to a single aperture in an fnfinite ground plane and to an array of periodically spaced apertures.

## 2:2.1.1.1 Line Conductors Near a Single Aperture

In Fig. I is shown a line conductor (wire) parallel to a conducting shest with an aperture. The wire and the conducting sheet form a trans-
mission line. When the aperture is electrically small, its effect: on the transmission-iine mode can be represented by the equivalent circuit shown in Fig. 2, where the equivalent voltage and current sources, $V_{e q}$ and $I_{e q}$, are given by [1]

$$
\begin{align*}
& V_{e q}=j \omega \mu_{0}\left(\frac{h}{\pi R_{0}^{2}}\right) \dot{I}_{x} \cdot \leftrightarrow_{m} \cdot \vec{H}_{s c}  \tag{1}\\
& I_{e q}=j \omega \varepsilon_{0}\left(\frac{h}{\pi R_{0}^{2}}\right) \frac{\alpha_{e}^{Z_{o}}}{Z_{c}} E_{s c}
\end{align*}
$$



Fig. 1. (a) Coordinate system for a line conductor above a ground plane with an aperture, (b) cross-sectional view.
and the inductance and capacitance, $L_{a}$ and $C_{a}$, of the hole by

$$
\begin{align*}
& L_{a}=\mu_{0} \alpha_{m, x x}\left(\frac{h}{\pi R_{0}^{2}}\right)^{2}  \tag{2}\\
& c_{a}=-\mu_{0} \frac{\alpha_{e}}{z_{c}^{2}}\left(\frac{h}{\pi R_{0}^{2}}\right)^{2}
\end{align*}
$$

Here, the characteristic inpedance $Z_{c}$ of the trangmission line and the wave impedance $Z_{0}$ are

$$
\begin{align*}
& z_{c}=\frac{1}{2 \pi} z_{o} \operatorname{arccosh}(h / a) \approx \frac{1}{2 \pi} z_{0} \ln (2 h / a)  \tag{3}\\
& z_{0}=\sqrt{\mu_{0} / \varepsilon_{0}}
\end{align*}
$$



Fig. 2. Equivalent circuit of a gmall hole ( $R_{0} \gg$ hole's dimensions).
and the polarizabilities $\stackrel{\leftrightarrow}{\alpha}_{e}, \stackrel{\leftrightarrow}{\alpha}_{m}$ for a variety of aperture shapes are given in Sec. 2.1.3.2.1.

If the principal axes $x^{\prime}$ and $z^{\prime}$ of the aperture are not parallel to the $x$ - and $z$-axes as defined in Fig. 1 , then the aperture magnetic dipole moments $\vec{m}_{a}$ must be transformed to the $x, y, z$ coordinare system according to

$$
\begin{align*}
& m_{a, x}=m_{a, x} \cos \beta-m_{a, z}, \sin \beta  \tag{4}\\
& m_{a, z}=m_{a, x}, \sin \beta+m_{a, z}, \cos \beta
\end{align*}
$$

where $B$ is the angle between the $x$ - and $x$-'axes (Fig. 1). Hence, the quantity $I_{x} \cdot \leftrightarrow_{m} \cdot \vec{H}_{s c}$ contained in $V_{e q}$ in (1), expressed in both primed and unprimed coordinates, is given by

$$
\begin{align*}
\vec{I}_{x} \cdot \leftrightarrow_{a_{m}} \cdot \vec{H}_{s C} & =\left(\alpha_{m, x^{\prime} x^{\prime}} \cos ^{2} \beta+\alpha_{m, z^{\prime} z^{\prime}} \sin ^{2} \beta\right)\left(\vec{I}_{x} \cdot \vec{H}_{s c}\right)  \tag{5}\\
& \left.+\left(\alpha_{m, x^{\prime} x^{\prime}}-\alpha_{m, z^{\prime} z^{\prime}}\right) \cos B \sin \beta \mathbb{I}_{z} \cdot \vec{H}_{s c}\right)
\end{align*}
$$

and the quantity $\alpha_{m, x x}$ contained in $L_{a}$ in (2) by

$$
\begin{equation*}
\alpha_{m, x x}=a_{m, x^{\prime} x^{\prime}} \cos ^{2} \beta+\alpha_{m, z^{\prime} z^{\prime}} \sin ^{2} \beta \tag{6}
\end{equation*}
$$

For most combinations of the parameters $\omega, R_{0}$ and $a$, the lumped circuit elements $L_{a}$ and $C_{a}$ of the aperturc may be neglected. It is useful to observe that the negative capacitance element represents the lumped effect of the decrease in the line capacitance per unit length which, in turn, results from the decreased charging surface available because of the presence of the aperture. The additional magnetic flux paths which penetrate the aperture increase the line inductance per unit length near the apertire; this effect is accounted for by adding a positive lumped inductance.

If the wire is so close to the aperture that the effect of the aperture can no longer be represented by dipole sources, then a correction factor for the equivalent sources may be used. For a circular aperture, the corrected equivalent sources are given by [1]

$$
\begin{align*}
& V_{e q}=f_{s} V_{e q, s m a l l} \text { hole }  \tag{7}\\
& I_{e q}=f_{s} I_{e q, s m a l l} \text { hole }
\end{align*}
$$

where the factor $f_{s}$, plotted in Fig. 3 , merely multiplies the smallhole source terms defined in (1). It should be noted that in deriving the factor $f_{s}$ in (7), the influence of the wire on the aperture field has been neglected, an assumption which becomes less valid as the wire approaches the aperture. The factor $\left[\ell /\left(2 R_{0}\right)\right]^{3}$ is a reasonable estimate of the relative error involved in this assumption.

### 2.2.1.1.2 Line Conductor Near Periodic Arrays of Apertures

In many cases wires are situated near an array of identical periodically-spaced apertures. In such situations the influence of the wire on the apertures may often be neglected, as mentioned in the previous section, but it is often impossible 1 , neglect the coupling of adjacent apertires in computing aperture equivalent sources. However, if there is a sufficiently large number of elements it can often be assumed that the central elements in the azray have the same aperture fields (and, consequently, the same dipole moments, etc.) as they would have in an infinite array. While it is common to treat more than seven or eight elements in an array as approximating an infinite array, there are no simple rules regarding the errors involved in such approximations, since the errors depend critically on such widely varying parameters as array spacing, aperture geometry, excitation, and frequency.

For a wire behind and parallel to a linear array of apertures, an equivalent circuit representing the coupling of each individual aperture to the transmission line takes the form shown in Fig. 4 a where the equivalent sources and circuit elements are defined in Fig. 2. The polarizabilities $\alpha_{e},{\stackrel{\leftrightarrow}{\alpha_{m}}}^{{ }_{m}}$ to be used in (1) and (2) must be those of each aperture in an infinite array environment, and are given in Sec. 2.1.3.2.1.


Fig. 3. Zffects of diameter $\ell$ of a circular aperture and height $h$ of wire above a ground plane on the source factor $f_{s}$.

If the apertures of an array are closely spaced in terms of wavelengths, the analysis of EMP coupling may often be made simpler by averaging over a period the lumped elements (sources and inpedances) modeling the apertures and treating these elements us distributed quantities. Hence the array of lumped elements separated by sections of transmission line as shown in Fig. $4 a$ may be replaced by a continuous transmission line with distributed parameters as shown in Fig. 4b, where

$$
\begin{array}{ll}
L^{\prime}=L_{0}^{\prime}+L_{a} / d, & C^{\prime}=C_{o}^{\prime}-C_{a} / d \\
V_{e q}^{\prime}=V_{e q} / d, & I_{e q}^{\prime}=I_{e q} / d \tag{8}
\end{array}
$$

In which $d$ is the period between apertures and the quantities $L_{a}, C_{a}$, $V_{e q}$ and $I_{e q}$ are defined in (1) and (2) with the polarizabilities taken to be those if an array environment, and $L_{0}^{\prime}$ and $C_{0}^{\prime}$ are the ine inductance and capacitance per unit length with shorted apertures.


Fig. 4. (a)Transmission line with lumped elements for widely-spaced apertures; (b)equivalent circuit per section of line for closely-spaced apertures.

### 2.2.1.1.3 Line Conductors Ingide a Triangular Waveguide With Periodic Apertures

A special but important EMP penetration is the leading edge of an aircraft wing covered by an array of dielectric skin panels which approximates a periodic array of apertures. The section of wing exposed to EMP penetration via the panels contains a pneumatic duct and some unshielded cables inside an approximately triangular waveguide region as shown in Fig. 5. The interior problem may be modeled as a triangular waveguide with a center conductor, as far as the penetrant fields are concerned. An array of apertures is used to model the skin panels, whose dielectric constant has been assumed to be chat of free space. The exterior problem of determining the short-circuit charge density $\rho$ and current density $\vec{j}$ can be treated by the techniques in Chap. 2.1.


Fig, 5. The edge of the wing modeled as a cylindrical tube with a triangular cross section and a periodic array of rectangular apertures.

The equivalent circuit of Fig. $4 b$ is most appropriate to describe the interacticn problem of Fig. 5. The distributed parameters are given by [2]

$$
\begin{align*}
& L^{\prime}=L_{o}^{\prime}+L_{a} / d, \quad C^{\prime}=C_{o}^{\prime}-C_{a} / d \\
& V_{e q}^{\prime}=\frac{j \omega \mu_{o}^{\alpha} m_{m}}{d} \frac{z_{c}}{z_{o}} \frac{\partial \phi}{\partial n} J_{z}(z)  \tag{9}\\
& I_{e q}^{\prime}=-\frac{j \omega \alpha_{e}}{d} \frac{\partial \phi}{\partial z} \rho(z)
\end{align*}
$$

where $L_{0}^{\prime}$ and $C_{0}^{\prime}$ are the inductance and capacitance per unit length of the transmission Iine formed by the duct and triangular waveguide, $z_{c}=\sqrt{L_{o}^{T} / C_{o}^{\top}}$, and $L_{a}$ and $C_{a}$ are the corresponding lumped element quantities representing the effect of the apertures on the transmissionline mode. The scalar potential function $\phi$ describes the TRM mode in the closed-aperture transmission line. The polarizabilities $\alpha_{e}, \alpha_{m}$ are givek in Fig. 108 of Sec. 2.1.3.2.

The quantities $L_{0}^{\prime}, C_{0}^{\prime}$ and $(\partial / \partial n) \phi$ in (9) have the following approximate form

$$
\begin{align*}
& L_{0}^{\prime}=\frac{\mu_{0} \varepsilon_{0}}{C_{o}^{\prime}}=\frac{\mu_{0}}{2 \pi} \ln \left(\frac{D_{0}}{N_{0}}\right) \\
& \frac{\partial \phi}{\partial n}=\frac{2}{\ell n\left(N_{0} / D_{0}\right)}\left[\frac{\cos \theta_{1 a}}{R_{1 a}}-\frac{\cos \theta_{2 a}}{R_{2 a}}+\frac{\cos }{R_{3 a}} \frac{\theta_{3 a}}{}-\frac{\cos \theta_{4 a}}{R_{4 a}}\right] \tag{10}
\end{align*}
$$

where (see Fig. 6)
$N_{0}=R_{10} R_{20} R_{30} R_{40}$
$\mathrm{D}_{0}=\mathrm{R}_{50} \mathrm{R}_{60} \mathrm{R}_{70} \mathrm{R}_{80}$


$$
\begin{aligned}
& \theta_{\text {ia }}= \text { angle between the outward normal vector at point a } \\
& \text { and the vector from point } i \text { to point } a \text {. }
\end{aligned}
$$

Note that the point a has to be chosen such that $(\partial / \partial n) \phi$ at $a$ is approximately the average value of $(\partial / \partial n) \phi$ over the aperture.

### 2.2.1.2 Line Conductors Near a Conducting Surface

When there is a time-varying surface current flowing on one side of a finitely conducting sheet (such as the metallic skin of an aircraft or the raceway of a missile), the magnetic field associated with this current can diffuse through the sheet material and appear on the other side of the sheet. This diffusive field can couple to conductors lying behing the sheet by electromagnetic induction. In the following, formulas are given which describe this magnetic-field coupling through a conducting sheet to a line conductor.


Fig. 6. Geometry for the definitions of $R_{i j}$ and $\theta_{i a}$.

Tig. 7a shows a conductor passing over a plane sheet at a uisiform height $h$. The sheet has thickness $d$, conductivity $\sigma$, and permeability $\mu$. It is assumed that both $\sigma$ and $\mu$ are frequency-independent. Let a time-harmonic current be induced on the under-surface of the conducting sheet, and the associated magnetic field be $\vec{H}_{\mathrm{sc}}$, as shown in Fig. 7a. The effect of this magnetic field on the transmission line above the sheet can be represented by a distributed voltage source $V^{\circ}(s)$ in the transmission-line equations, viz.,

$$
\begin{equation*}
\frac{d V}{d z}+Z^{\prime} \Gamma=V^{\prime(s)}, \quad \frac{d I}{d z}+Y^{\prime} V=0 \tag{11}
\end{equation*}
$$

The equivalent circuit representation of the transmission line is shown in Fig. 7b. The source term $V^{\prime}(s)$ is calculated from Faraday's law to be

$$
\begin{equation*}
v^{\prime}(s)=-j \omega \mu_{o} h_{m} \vec{I}_{x} \cdot \vec{H}_{s c} \tag{12}
\end{equation*}
$$



Fig. 7. Coupling of a magnetic field $\vec{H}_{\text {sc }}$ through a conducting sheet to a conductor. The effects of this coupling can be represented by a distributed voltage source $\mathrm{v}^{(\mathrm{s})}$ in the transmission-1ine equation fur the conductor-plane conifiguration.
where $T_{m}$ is the tangential magnetic field transfer function across the conducting sheet. It is given by

$$
\begin{equation*}
T_{\text {m }}=\frac{1}{\cosh \gamma d+Z_{0} \sqrt{\varepsilon / \mu} \sinh \gamma d} \tag{13}
\end{equation*}
$$

where

$$
\begin{equation*}
\varepsilon=\varepsilon_{0}+\sigma / j \omega, \quad \gamma=j \omega \sqrt{\mu \varepsilon} \tag{14}
\end{equation*}
$$

At EMP frequencies, one always has $\sigma \gg \omega \varepsilon_{0}$. In this case the following expressions apply

$$
\begin{equation*}
\varepsilon \simeq \sigma / j \omega, \quad \gamma \simeq \frac{1+1}{\delta}, \quad \delta=\sqrt{\frac{2}{\omega \mu \sigma}} \tag{15}
\end{equation*}
$$

wher: $\delta$ is the skin depth of the sheet material.
Fig. 8 shows a plot of the transfer function $T_{m}$ for a conducting sheet of thickness 1.5 mm , taken from [3].

### 2.2.2 PROPAGATION

One idealized model of a transmission line which has found wide application in the EMP interaction analysis consists of a perfectly conducting straight wire running at a constant distance over the surface of an infinite, perfectly conducting ground plane. Electric signals can be transmitted freely along this line in the form of current and voltage waves. Their propagation is governed by a pair of transmission-line equations. The propagation characteristics are determined by the uniforni, distributed impedance and admittance per unit length of the line.

This section deals with the treatment of certain deviations from this idealized transmission-1ine model that are relevant to EMP interaction analysis. The discussions here are limited to those deviations that can be represented by changes in the impedance and the admittance of the line. Deviations that are equivalent to current and voltage
sources are treated in Sec. 2.2.1 and Chap. 2.4. The deviations d $\ddagger$ scussed here fall under the two headings of (1) local discontinuities, or nonuniformities, in the otherwise uniform transmission-1ine geometry, when all the conductors are considered perfectily conducting, and (2) distributed corrections in the impedance and admittance parameters arising from finite conductivity.


Fig. 8. Magnitude of the tangential magnetic field transfer function $T_{m}$ for a conducting sheet as a function of frequency. The sheet has thickness 1.5 mm , permeability $\mu_{0}$, and conductivity $\sigma$ which is in units of mhos per meter.

### 2.2.2.1 Lumped Circuit Elements of Discontinuities

A strictly uniform transmission line is not often found in practice. Instead, localized geometrical nonuniformities frequently occur along the length of a line. Examples of such nonuniformities are cable bends, cable clamps, shield apertures, and nearby conductors. Theae produce local deviations of the distributed line impedance and admittance from their uniform values, resulting in a scattering of the waves on the line. If the dimensions of the nonuniformities are small compared to a wavelength, the scattering effects can be represented by loading onto the uniform line an appropriate equivalent lumped network circuit. Fig. 9 shows one example of a nonuniformity and its modeling by a symmetrical $T$ section. The network is assumed to have zero spatial extension, and is to be inserted into the uniform line at the location of the nonuniformity. The lumped impedance and admittance elements $Z_{d}$ and $Y_{d}$, characterizing the nonuniformity, are to be calculated from appropriate quasi-static electromagnetic boundary-value problems. The calculated results for some common cable ilscontinuities, applicable to the EMP interaction problem, are sumnarized below.


Fig. 9. An example of discontinuity in the cable geometry and its equivalent lumped network.

### 2.2.2.1.1 Abrupt Cable Bend [4,5]

Fig. 10a shows a cable modeled by a wire of radius a pasaing over a conducting plane at a constant height $h$. The wi.re is assumed thin ( $a \ll h$ ). The cable has an abrupt bend through an angle $\alpha$. Fis. $10 b$ is an equivalent lumped network circuit representation of the bend. The parameter $L_{d}$ is the difference between the total inductance of the bend cable and that of a straight cable. The parameter $C_{d}$ is the corresponding difference in the total capacitance. The normalized values of these parameters are calculated to be

$$
\begin{equation*}
\frac{\mathrm{L}_{\mathrm{d}}}{\mathrm{hL}^{\prime}}=\frac{4}{\ln (2 h / a)}(\alpha \cot \alpha-1), \quad \frac{C_{d}}{h C^{\prime}}=\frac{1}{\ln (2 h / a)}(1-\alpha \csc \alpha) \tag{16}
\end{equation*}
$$

where $L^{\prime}$ and $C^{\prime}$ are the inductance and capacitance per unit length of the unfform line and are given by

$$
\begin{equation*}
L^{\prime}=\mu_{0} \varepsilon_{0} / C^{\prime}=\frac{\mu_{0}}{2 \pi} \ln (2 h / a) \tag{17}
\end{equation*}
$$

The expression for $\dot{L}_{d}$ is exact within the thin-wire assumption; that for $\mathcal{C}_{\mathrm{d}}$ is obtained by a variational method and is accurate to within a few percent.
(a)


Fig. 10. All abrupt cable bend and its equivalent lumped network circuit.

### 2.2.2.1.2 Circular Cable Bend [4,5]

Fig. Ila shows a cable with a smooth bend modeled by a circular arc of radius $R$ and angle $B$. The cable is of radius $a$ and passes over $a$ conducting plane at a constant height $h$. It is assumed that $a \ll h$. This configuration is a generalization of the abrupt bend, and the latter is recovered in the limit $\mathbb{R} \rightarrow 0$. The circular bend, however, is the more realistic cable bead geometry.

The circular bend is again characterized by the bend inductance $L_{d}$ and the bend capacitance $C_{d}$, as shown in Fig. 1lb. The two quantities are functions of the four geometrical parameters $R, \beta$, a and $h$. In $[4,5] L_{d}$ and $C_{d}$ are calculated and expressed $\sin$ terms of a number of rather complicated one-dimensional integrals to be computed numerically. The computed results are shown in Fig. 12.

The results for $L_{d}$ are exact within the thin-wire assumption. Those for $C_{d}$ are obtained from a variational princfple and are accurate to within a few percent.

### 2.2.2.1.3 Cable Clamp [6]

Fig. 13a shows a model of a common type of cable clamp. It consists of a thin metallic tube of length $\ell$ and radius $b$, concentric with the
(a)


Fig. 11. A circular cable bend and its equivalent lumped network circuit.


Fig. 12. Equivalent inductance $L_{d}$ and capacitance $C_{d}$ of a circular cable bend of radius $R$ and angle $B$ of Fig. 11. The broken line is for the case of an abrupt bend $(R=0)$.
cable. The space between the cable and the tube is filled with a dielectric of permittivity $\varepsilon$. The tube is connected at the middle to the conducting plane by a thin, vertical, metallic strip of width $d$.

An equivalent lumped circuit representation of the cable clamp is shown in Fig. 13b. The inductances and capacitances therein are given by

$$
\begin{array}{ll}
L_{1}=\frac{\mu_{0} \ell}{4 \pi} \ln \left(\frac{b}{a}\right), & C_{2}=\frac{2 \pi \varepsilon \ell}{\ln (b / a)} \\
L_{3}=\frac{\mu_{0} \ell}{8 \pi} \operatorname{arccosh}\left(\frac{h}{b}\right), & C_{4}=\frac{\pi \varepsilon_{0} \ell}{\operatorname{arccosh}(h / b)} \\
L_{5}=\frac{\mu_{0}}{4 \pi}\left[(h-b) \operatorname{arcsinh}\left(\frac{h-b}{d / 4}\right)-\right. & \left.(h-b)^{2}+\left(\frac{d}{4}\right)^{2}+\frac{d}{4}\right] \tag{18}
\end{array}
$$

In practice, the affects of the elamants $C_{4}$ and $L_{5}$ are often negligible. The circuit in Fig. 13b can then be simplified to the common form shown in Fig. 11b, with $L_{d}=2 L_{1}+4 L_{3}$ and $C_{d}=C_{2}$.
(b)


Fig. 13. A model of a cable clamp and its equivalent lumped networic circuit.

### 2.2.2.1.4 Circular Aperture on Ground Plane [1]

Fig. 14a shows a cable passing by a circular aperture on the ground plane. The cable has radius $a$, and is at a unfform height $h$ above the planc. The radius of the hole is $R$, and the shortest distance between its center and the cable is $D$. It is assumed that the hole is small ( $R \ll D$ ), and that it opens onto an empty, semi-infinite, free space below the ground plane.

The equivalent lumped circuit for this discontinuity is shown in Fig. 14b. The elaments $L_{d}$ and $C_{d}$ are given by

$$
\begin{equation*}
\frac{L_{d}}{h L^{\prime}}=a_{m} \frac{2 h}{\pi D^{4} \ln (2 h / a)}, \quad \frac{C_{d}}{h C^{\prime}}=-\alpha_{e} \frac{2 h}{\pi D^{4} \ln (2 h / a)} \tag{19}
\end{equation*}
$$

where $\alpha_{m}$ and $\alpha_{e}$ are, respectively, the absolute values of the magnetic and electric polarizabilities of the circular aperture of radius $R$ and are given by

$$
\begin{equation*}
\alpha_{m}=\frac{4}{3} R^{3}, \quad \alpha_{e}=\frac{2}{3} R^{3} \tag{20}
\end{equation*}
$$



Fig. 14. A circular aperture on the ground plane and its equivalent iumped network circuit.

The formulas (19) for $L_{d}$ and $C_{d}$ apply also to small apertures of other shapes. One need only substitute for $\alpha_{m}$ and $\alpha_{e}$ the values appropriate to the apertures of concern. It should be kept in mind that $\alpha_{m}$ is the aperture magnetic polarizability in the direction perpendicular to the wire. The polarizabilities of specific apertures are given in Sec. 2.1.3.2.

### 2.2.2.1.5 Thin Rib on Ground Plane [7]

Fig. 15a shows a cable passing over a conducting plane. The cable is modeled by a single straight wire of radius $a$, and at a constant height $h$ above the plane. A rib in the form of a thin metallic strip of breadth $b$ futs out vertically from the plane, at right angle to the direction of the wire. The rib greatly alters the electric field in its vicinity, but leaves the magnetic field relatively unperturbed. The effect of this discontinuity is therefore mainly capacitive. The equivalent lumped circuit consists of a shunt capacitance $C_{d}$ (Fig. 15b) and its normalized value, obtained by numerically solving a pair of coupled integral equations, is shown in Fig. 16.

### 2.2.2.1.6 Periodic Discontinuities [8]

Very often, identical discontinuities recur at regular intervals along the length of a transmission line. Examples of such periodic


Fig. 15. A thin $r i b$ on the ground $F^{*}$ ane and its equivalent lumped network circuit.
structures along alrcraft cables are periodically applied cable clamps and periodic airframe ribs over which the cable runs are anchored. These cables are equivalent to periodically loaded transmission lines.

Fig. 17a shows a uniform transmission line loaded at regular intervals with identical two-port lumped-element networks. Each load is taken to have the structure of a symmetrical $T$ section, as shown in Fig. 17b. It is made up of a discontinuity series impedance $Z_{d}$ and a discontinuity shunt admittance $Y_{d}$. The loading interval is denoted by $d$.


Fig. 16. Normalized equivalent capacitance $C_{d}$ of a thin vertical rib on the ground plane of Fig. 15.

On a uniform fransmission line, electric signals can propagate by means of simple-harmonic current and voltage waves. On a periodically loaded line, these waves become modulated by the periodicity of the loading. They then have the general form

$$
\begin{equation*}
\psi(z, t)=u_{k}(z) c^{-j k z+j \omega t} \tag{21}
\end{equation*}
$$

The wave number $k$ is determined by the detailed structure of the line, and $u_{k}(z)$ is periodic in $z$ with the loading period $d$.

The properties of these waves are contained in the so-called dispersion relation which expresses $k$ as a function of $\omega$. For the periodically loaded line of Fig. 17, the dispersion relation is, obtained in the following form

$$
\begin{align*}
\cos k d & =\left(1+\frac{1}{2} Y_{d^{\prime}} Z_{d}\right) \cosh \left(d \sqrt{Y^{\prime} Z^{\prime}}\right)  \tag{22}\\
& +\frac{1}{2} \sqrt{\frac{Y^{\prime}}{Z^{\prime}}}\left(Z_{d}+\frac{1}{4} Y_{d^{\prime}} Z_{d}^{2}+Y_{d} \frac{Z^{\prime}}{Y^{\prime}}\right) \sinh \left(d \sqrt{Y^{\prime} Z^{\prime}}\right)
\end{align*}
$$

(a)

(b)


Fig. 17. A periodically-loaded transmission line with loading period d.
where $Z^{\prime}$ and $Y^{\prime}$ are, respectively, the series impedance and the shunt admittance per unit length of the uniform line. Note that $k$ appears only in the function cos kd .

The graphical method is a powerful procedure for analyzing the dispersion relation. For the discontinuities shown in Figs. 10 through 15, one may take

$$
\begin{array}{ll}
Y^{\prime}=j \omega C^{\prime}, & Z^{\prime}=j \omega L^{\prime}  \tag{23}\\
Y_{d}=j \omega C_{d}, & Z_{d}=j \omega L_{d}
\end{array}
$$

Then the dispersion relation becomes

$$
\begin{equation*}
\cos k d=\left(1-\frac{1}{2} \alpha \theta^{2}\right) \cos \theta-\frac{\theta}{2} \sqrt{\frac{\alpha}{\beta}}\left(1+\beta-\frac{1}{4} \alpha \theta^{2}\right) \sin \theta \tag{24}
\end{equation*}
$$

where

$$
\theta=\omega d \sqrt{L^{\prime} C^{\prime}}, \quad \alpha=\frac{L_{d} C_{d}}{d^{2} L^{\prime} C^{\prime}}, \quad \beta=\frac{C_{d} L^{\prime}}{L_{d} C^{\prime}}
$$

Fig. 18a shows a plot of the dispersion relation in the ( $\omega, \cos \mathrm{kd}$ ) plane for $\alpha=0.2$ and $\beta=0.5$. The frequency ranges over which the curve lies between the horizontal lines -1 and 1 are the passbands, since they correspond to real values of $k$. The frequency ranges over which the curve lies beyond -1 and 1 are the stopbands, since they correspond to complex values of $k$.

Fig. 18b shows a plot of the dispersion relation in the ( $k, \omega$ ) plane. One sees readily that $\omega$ is a periodic function of $k$. Each continuous curve corresponds to a pussband. Each point on a curve is a possible mode of propagation. The phase velocity $v_{p}$ and the group velocity $\mathrm{v}_{\mathrm{g}}$ of a mode are given by

$$
\begin{equation*}
v_{p}=\frac{\omega}{k}, \quad v_{g}=\frac{\partial \omega}{\partial k} \tag{25}
\end{equation*}
$$

Thus $v_{p}$ is proportional to the slope of a straight line drawn from the origin to the point $(k, \omega)$, while $v_{g}$ is proportional to the slope of the curve at the latter point. It is seen that at a given $\omega$ there exists an infinita sequence of phase velocities, while the group velocity is unique up to a sign.


Fi.g. 18. A plot of the dispersion relation of a periodically-1oaded transmission line of period $a$ on the ( $\omega, \cos k d$ ) plane in Fig. 18a and on the ( $k, \omega$ ) plane in Fig. 18b. The shaded areas in Fig. 18a are the passbands and each continuous curve in Fig. 18b rapresents a passband.

### 2.2.2.2 Distributed Impedances of a Wire Over a Finitely Conducting Susface

Many cable runs in the interior of an aircraft, a missile, or a large communication system are routed over flat conducring sheets, of which the aircraft skin, the metallic floors, ceilings, and bulkheads are examples. When all the conductors can be assumed perfectly conducting, the determination of the propagation characteristics of such cable syetems $i$, the subject of standard transmission-line analysis. This section deals with the correction to the propagation parameters when the metallic sheets are no longer assumed perfectly conducting.

In Fig. 19 is shown the configuration of a single straight wire over an infinite, flat, nonmagnetic, metallic sheet. The wire is perfectly conducting, of ladius a, and located at a height $h$ above the sheet. The sheet is of thickness $d$, conductivity $\sigma$, and permeability $\mu_{0}$. It is assumed that $\sigma$ is both uniform and frequencyIndependent.

In the limit of infinite sheet conductivicy ( $\sigma=\infty$ ), the series impedance $Z^{\prime}$ and the shunt admittance $Y$ ' per unit length of the


Fig. 19. A cable passing over a finitely-conducting plane sheet of conductivity $\sigma$ and thickness $d$.
transmission line, as depicted by the sonfiguration of Fig. 19, are

$$
\begin{equation*}
Z^{\prime}=\frac{j \omega \mu_{0}}{2 \pi} \ell n\left(\frac{2 h}{a}\right), \quad Y^{\prime}=2 \pi j \omega \varepsilon_{0} / \ell n\left(\frac{2 h}{a}\right), \quad(h \gg a) \tag{26}
\end{equation*}
$$

When the sheet conductivity $\sigma$ is finite, the eleciromagnetic fields can penetrate into the sheet material as well as leak into the space below the sheet. These effects bring about a distortion of the fields, 80 that a longitudinal electric field component appears. As a consequence the fields above the sheet are no longer purely TEM. The wave propagation is damped to a certain extent, since electromagnetic energy is irreversibly lost through heat dissipation in the sheei material. In this case the variation of current and voltage along the line is still described by the source-free transmission-line equations (11); but the impedance and admittance parameters $Z^{\prime}$ and $Y^{\prime}$ must be corrected for finite sheet conductivity. It is found that from the solution of an appropriate boundary-value problem, $Z^{\prime}$ and $Y^{\prime}$ are given by [9.10]

$$
\begin{equation*}
Z^{\prime}=R_{s}^{\prime}+j \omega L_{e f f}^{\prime}, \quad \frac{1}{Y^{\prime}}=R_{p}^{\prime}+\frac{1}{j \omega C_{e f f}^{\prime}} \tag{27}
\end{equation*}
$$

where

$$
\begin{align*}
& L_{e f f}^{\prime}=\frac{\mu_{0}}{4 \pi}\left[2 \ln \left(\frac{2 h}{a}\right)+\Lambda\right] \\
& C_{e f f}^{\prime}=\frac{4 \pi \varepsilon_{o}}{2 \ln \left(\frac{2 h}{a}\right)-\Lambda}  \tag{28}\\
& R_{s}^{\prime}=\frac{\mu_{0}}{4 \pi} \omega \Lambda, \quad R_{p}^{\prime}=\frac{\Lambda}{4 \pi \varepsilon_{0} \omega} \tag{29}
\end{align*}
$$

The dimensionless quantity $\Lambda$ is given by

$$
\begin{equation*}
\Lambda=\frac{\delta}{h}=\frac{1}{h} \sqrt{\frac{2}{\omega \mu_{0} \sigma}} \tag{30}
\end{equation*}
$$

which completely contains the effects of the finite sheet conductivity.

The reeults in (27) - (30) are valid down to frequencies at which the skin depth $\delta$ becomes comparak'.e to the sheet thickness $d$. For the aluminum aircraft skin, $d$ is typically of the order of $]$ millimeter. The results are therefore applicable down to about 10 kHz .

To investigate the behavior of $Z^{\prime}$ and $Y^{\prime}$ below 10 kHz , one has to take into account the finite sheet thickness d. The boundary-value problem becomes considerably more complicated, and no quantitative results are as yet available in the literature.

### 2.2.3 PENETRATION

In this section EMP penetration through an imperfect tubular shield is treated. The penetration can proceed by way of two physical mechanisms: (1) diffusion through the imperfectly conducting shield material, and (2) leakage through the shield apertures. The determination of these two penetration effects for the tubular geometry is of major concern to the analysis of cable shields. In this connection it is dealt with fully in Chap. 2.4, which discusses cable interaction. The present treatment is therefore limited to consideration of (1) ENP diffusion through cable conduits (distributed penetration), and (2) aperture penetration at conduit junctions (local penetration).

### 2.2.3.1 Cable Conduit

Important cable runs in certain aircraft are shielded electromagnetically in special conduits. The conduits are essentially metallic tubes with diameters ranging from 1 to 3 cm . The conduit material is commonly a type of ferrous alloy or aluminum. The electrical conductivity of ferrous alloy is about that of steel ( $\sim 10^{7}$ mhos/meter) and its permeability has a high value, of the order of $10^{4} \mu_{0}$. The electrical conauctivity of aluminum is $3.54 \times 10^{7}$ mhos/meter and its permeability is $\mu_{0}$.

A cable conduit is usually modeled by an infinitely long and apertureless cylindrical shell as shown in Fig. 20. The shell material
is characterized electromanetically by the constant and uniform conductivity $\sigma$ and permeability $\mu$. The inner radius of the shell is denoted by $b$, and the outer radius by $c$. The cable shielded within the conduit is modeled by a single conductor and represented in Fig. 20 by an infinitely loug, perfectly conducting, and nonmagnetic cylinder of radius $a$, concentric with the cylindrical shell.

Let the total EMP-induced current in the entire conductor system (shield and cable) be denoted by $I_{t}$. This current is assumed to have unly a z-component and to be axially symmetric. It consists of a core current I flowing in the inner conductor and a shield current $I_{s}$ flowing in the shell

$$
\begin{equation*}
I_{t}=I+I_{s} \tag{31}
\end{equation*}
$$

Let V be the potential of the inner conductor relative to the shield. Then, for harmonic time variation $e^{j \omega t}$ the propagation of $V$ and $I$ is governed by the pair of transmission-1ine equations (11), namely

$$
\begin{align*}
& \frac{d V}{d z}+Z^{\prime} I=E_{z}(b)  \tag{32}\\
& \frac{d I}{d z}+Y^{\prime} V=0
\end{align*}
$$



Fig. 20. Model of a cable conduit as a tubular shell.
where $Z^{\prime}$ and $Y^{\prime}$ are given by (26) with 2 h replaced by $b$. The term $E_{z}(b)$ on the right-hand side of (32) is the z-component of the electric field on the inner aurface of the shell ( $\rho=b$ ). Its presence in the equation is due to the finite conductivity of the shield, and is given by [11-13]

$$
\begin{equation*}
E_{z}(b)=-Z_{i}^{\prime} I+Z_{T}^{\prime} I_{t} \tag{33}
\end{equation*}
$$

where

$$
\begin{align*}
& Z_{1}^{\prime}=\frac{k}{2 \pi b \sigma} \frac{Y_{0}(k b) J_{1}(k c)-J_{0}(k b) Y_{1}(k c)}{J_{1}(k b) Y_{1}(k c)-Y_{1}(k b) J_{1}(k c)}  \tag{34}\\
& Z_{T}^{\prime}=\frac{k}{2 \pi c \sigma} \frac{J_{1}(k b) Y_{0}(k b)-Y_{1}(k b) J_{0}(k b)}{J_{1}(k b) Y_{1}(k c)-\frac{Y_{1}}{}(k b) J_{1}(k c)} \tag{35}
\end{align*}
$$

with $k=\sqrt{-j \omega \mu \sigma}$, and $J_{0}, Y_{0}$, etc. denoting Bessel functions of the first and second kinds. $Z_{i}^{\prime}$ is referred to as the internal impedance per unit length and $Z_{T}^{\prime}$ as the shield transfer impedance per unit length.

Substituting (33) into the first equation of (32) one obtains

$$
\begin{equation*}
\frac{d V}{d z}+\left(Z^{\prime}+Z_{i}^{\prime}\right) I=Z_{T}^{\prime} I_{t} \tag{36}
\end{equation*}
$$

The effects on the transmission-ine equation due to the finite conductivity of the conduit shield consist of a correction to the series impedance $Z^{\prime}$ and the appearance of a distributed voltage source term $Z_{T}^{\prime} I_{t}$. The transfer impedance $Z_{T}^{\prime}$ is completely determined by the frequency and the shield material and dimensions. For a highly conducting shield the total current $I_{t}$ is, to a good approximation, given by the EMP-induced current on the outer surface of a perfectly conducting cylinder. Eq.(36) and the second equation of (32) jointly describe the excitation and propagation of voltage and current disturbances within the conduit as a result of EMP diffusion through the conduit.

The transfer impedance $Z_{T}^{\prime}$ is completely defined by (35); hut for EMP shielding analysis a simpler asymptotic formula suffices. This formula obtains when the skin depth $\delta$, defined in (15), of the shield material is much smaller than the shield radius. When $\delta \ll b<c$, (35) reduces to

$$
\begin{align*}
& Z_{T}^{\prime}=R_{d c}^{\prime} \frac{\gamma d}{s \operatorname{lnh} \gamma d} \\
& R_{d c}^{\prime}=\frac{I}{2 \pi \sigma d \sqrt{b c}} \tag{37}
\end{align*}
$$

where $R_{d c}^{\prime}$ is the dc shield resistance per unit length, $\gamma$ is defined in (14), and $d=c-b$ is the shield thickness. For a tubular shield of high permeability and radius of the order of 1 centimeter, the formula (37) is valid down to about 1 kHz ; for a nomagnetic shield it holds down to about 10 kHz .

Defining the amplitude $A$ and the phase $\beta$ such that

$$
\begin{equation*}
\frac{Z_{T}^{\prime}}{R_{d c}^{\prime}}=\frac{\gamma d}{\sinh \gamma^{d}}=A e^{j B} \tag{38}
\end{equation*}
$$

one finds that

$$
\begin{gather*}
A=\frac{2 d / \delta}{\sqrt{\cosh (2 d / \delta)-\cos (2 d / \delta)}}  \tag{39}\\
\beta=\frac{\pi}{4}-\frac{d}{\delta}-\arctan \frac{\sin (2 d / \delta)}{e^{2 d / \delta}-\cos (2 d / \delta)} \tag{40}
\end{gather*}
$$

Thus the transfer impedance is a function of the ratio $\mathrm{d} / \delta$. The dependences on $\omega$ and $\mu$ are absorbed into that on $\delta$. Fig. 21 is a plot of $A$ and $\beta$ as functions of $d / \delta$. It is seen that for $d / \delta \gg 1$, as when the frequency becomes high, the amp1itude $A$ of the transfer impedance is vanishingly small, and one has

$$
\begin{align*}
& A+2 \sqrt{2} \frac{d}{\delta} e^{-d / \delta}  \tag{41}\\
& B+\frac{\pi}{4}-\frac{d}{\delta}
\end{align*}
$$

The magnetic permeability $\mu$ of the conduit material enters the shielding formalas only through the skin depth $\delta$. A high value of $\mu$ decreases $\delta$ and hence enhances the shielding effectiveness. Materials possessing high permeabilities are the ferromagnets and their alloys.


Fig. 21. Normalized transfer impedance $Z_{T}^{\prime}$ per unit length of a tubular shield.

They are fncreasingly being used in electromagnetic shielding technology. The high permeability of a ferromagnetic material is due to the existence of large numbers of microscopic ferromagnetic domains in it that can easily be aligned in an applied field. However, when the applied field approaches a certain large value, practically all the ferromagnetic domains are fully aligned. A further increase in the applied fleld strength cannot bring about any more alignment. The ferromagnetic material is then said to be saturated. Therefore, in a weak applied field, the permeability of a ferromagnetic material is constant and large. As the material approaches saturation in a strong field, $\mu$ begins to drop towards $\mu_{0}$. Thus saturation, or even partial saturation, renders a ferromagnetic conduit less effective in shielding external electromagnetic fields.

The shielding analysis carried out in this section is valid only for an unsaturated shield. Its extension to include the nonlinear effects of saturation consists in accounting for the dependence of $\mu$ on the magnetic field. This analysis is a nonlinear boundary-value problem, and involves considerable mathematical difficulty. The problem is further complicated by the occurrence of hysteresis, makirg $\mu$ a double-value function of $\vec{H}$. As a cousequence, the theory of ferromagnetic shields is not yet fully developed. Some early attempts on the problem can be found in the recent literature $[14,15]$.

### 2.2.3.2 Conduit Junction

A typical cable conduit is made up of several segments. In some cases, two adjacent segments are joined sogether end-to-end by means of a connector. In other cases, the segments are simply welded together or mated together through screw threads. These different kinds of connections have a certain degree of imperfection which gives rise to local EMP penetration. In this section the discussion will be limited to penetration through conduit connectors. Fig. 22 illustrates the princijal components of a conduit connector. In the connector the matching euds of two adjacent conduit segments are joined together
inside a coupler. The coupler is a broad metallic ring which fits snugly over the ends of the conduits to be foined. When the two outer rings of the connector are tightened, two coils of fine flexible spring are pressed against the ends of the coupler and the conduits, thereby sealing the narrow apertures between the ends of the two conduits.

At EMP frequencies, penetrations through the apertures at the two ends of the coupler by the electric field and the longitudinal component of the magnetic field.(directed along the axis of the conduit) are entirely negligible. These two field components are severely attenuated as they enter the coaxial region between the coupler ring and the outer surfaces of the two conduit segments. The distance of significant penetration is of the order of the clearance between the coupler and the conduit. By making the clearance small and the width of the coupler large, these two field components can be effectively blocked. However, the penetration by a transverse external magnetic field is a different matter. An example of such a magnetic field is


Fig. 22. Principal structural elements of the cabic conduit connector.
that generated by EMP-induced axial skin currents flowing on the outer surface of the conduit. This transverse magnetic field couples into the conduit interior through the circumferential slot A (Fig, 22) and induces currents on the cables inside the conduit.

An electromagnetic equivalent of the conduit connector shown in Fig. 22 is given in Fig. 23. It incorporates the essential electromagnetic shielding features in the connector design. The two spring coils, which are made up of extremely fine and closely packed turns of wire, are here modeled by two equivalent imperfectly conducting annular gaskets. They plug the two openings at the ends of the coupler ring. Most of the minor aspects of the actual connector geometry, notably the two outer rings, have been eliminated.

At EMP frequencies the magnetic fleld at the internal aperture $A$ in Fig. 23 can be expressed in terms of three admittances $Y_{g}, Y_{\text {int }}$ and $Y_{\text {ext }}$

$$
\begin{equation*}
H_{\phi}(A)=J_{s c} \frac{Y_{\text {int }}}{Y_{s}+Y_{\text {int }}+Y_{\text {ext }}} \tag{42}
\end{equation*}
$$



Fig. 23. Geometry of an electromagnetic equivalent of the cable conduit of Fig. 22.

The admittance $Y_{s}$ is the sheet admittance characterizing each of the two gaskets. It is given by the product of the gasket conductivity and the gasket thickness $\Delta$

$$
\begin{equation*}
Y_{s}=\sigma \Delta \tag{43}
\end{equation*}
$$

The admittance $Y_{\text {int }}$ is the internal admittance characterizing the ampll coaxial region between the coupler and the conduit, while the admittanca $Y_{\text {ext }}$ is the external admittance characterizing the free space outside the conduit.

The admittances $Y_{\text {int }}$ and $Y_{\text {ext }}$ are found to be [16]

$$
\begin{equation*}
Y_{\text {int }} \approx \frac{1}{2 Z_{0}}, \quad Y_{\text {ext }} \approx j \omega \frac{\varepsilon_{0} h}{\pi} \ln \left(\frac{1}{k h}\right) \tag{44}
\end{equation*}
$$

The magnetic field $H_{\phi}(A)$ given by (42) can penetrate into the conduit interior and excite the cable within. The open-circuit voltage $V_{o c}$ induced by this field across the aperture gap A. is approximately given by

$$
\begin{align*}
& V_{o c}=Z_{T} I_{t}  \tag{45}\\
& Z_{T}=\frac{h}{\pi c} \frac{1}{Y_{g}+Y_{i n t}+Y_{e x t}} \tag{46}
\end{align*}
$$

where $h$ is the separation between the coupler and the conduit (Fig. 23), $c$ is the outer radius of the conduit, and $I_{t}=2 \pi c J_{s c}$.

The effects of the aperture field $H_{\phi}(A)$ on the cable within the conduit can be represented by taking the source term in the transmissionline equations (11) to be

$$
\begin{equation*}
V^{\prime(s)}=z_{T} I_{t} \delta\left(z-z_{0}\right) \tag{47}
\end{equation*}
$$

where $z_{0}$ is the $z$-coordinate of the center of the aperture $A$.
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CHAPTER 2.3
INTERMEDIATE INTERNAL INTERACTION, II: CAVITIES

Within the intermediate internal interaction region, which is defined to be the region between the outermost layer of the system's shield topoiogy and the next inwird shield - usually the equipment bcxes -, there exist line conductors and cavities. Examples of line conductors are hydraulic lines, control cables, pneumatic ducts, electrical cables, etc. Data and formulas for their interaction properties have been givca, in the preceding chapter. This chapter is devoted to data presentation for cavities, typical examples of which are aircraft cockpits, avionics bays, wheel wells, and weanons bays.

### 2.3.1 COUPLING

The sources that excite the cavities behind the surface $S_{m-1, m}$ which separates the volumes $V_{m-1}$ and $V_{m}$ arise from varinus kinds of penetration on $S_{m-1, m}$, as described in Chap. 1.2. Examples of these sources are shown in Fig. 1. If the sources such as those depicted in Figs. la-c can be approximated by point dipoles, they are called localized sources; otherwise, they are referred to as distributed sources (see Figs. ld-f). These sources have been treated in Sec. 2.1.3 under the assumptions that the surface $S_{m-1, m}$ is flat and the cavity behind it is an infinite half-space. In practice, these assumptions will be violated to a certain extent. $\operatorname{In}$ this section various modifications of the results of Sec .2 .1 .3 will be given when these two assumptions are removed.

### 2.3.1.1 Coupling via Apertures

There are various factors that would affect the penetration sources based on the planar approximation [1]. The most common factors are the curvature itself, nearby conductors or apertures, a backup cavity, an impedance cover or a dielectric coating. Each of these factors will be discussed in this section.

## LOCALIZED SOURCES


(a) stub
(b) 100p
(c) hole


## DISTRIBUTED SOURCES


(d) wire

(e) rectangular hatch

(f) diffusion through walls

Fig. 1. Typical sources exciting a cavity.

### 2.3.1.1.1 Aperture in a Curved Surface

The only problem that has been solved rigourously regarding the effect of curvature on polarizabilities is that of an infinitely long slot in an infinite hollow circular cylindrical shell [2]. Let

$$
\begin{aligned}
\alpha_{e}^{\prime}, \alpha_{m}^{\prime}= & \text { electric, magnetic polarizability per unit length of an infinite } \\
& \text { slot of width } a \theta_{0} \text { in an infinite cylindrical shell (see Fig. 2) }
\end{aligned}
$$

$\alpha_{\text {eo }}^{\prime}, \alpha_{m o}^{\prime}=$ electric, magnetic polarizability per unit lengich of an infinite slot of width $\alpha \theta_{0}$ in an infinite ground plane
$=\left(a \theta_{0}\right)^{2} / 4$


Fig. 2. Curvature effect on the polarizabilities of a two-dimensional slot.

Then, the normalized polarizabilities $\bar{a}_{e}$ and $\bar{a}_{\mathrm{II}}$ defined by

$$
\sigma_{e}=\alpha_{e}^{\prime} / \alpha_{e o}^{\prime}, \quad \sigma_{m}=a_{m}^{\prime} / \alpha_{m o}^{\prime}
$$

are given by

$$
\begin{align*}
& \bar{\alpha}_{e}=\bar{\alpha}_{m}=1-f_{c}(d / a)  \tag{1}\\
f_{c}(x) & =1+64 \frac{\cos (x / 4) \ln [\cos (x / 4)]}{x^{2}[1+\cos (x / 4)]}  \tag{2}\\
& \approx \frac{x^{2}}{192}, \quad \text { for } x<1 \tag{3}
\end{align*}
$$

The geometry of the problem and the curvature correction factor foc given by (2) and (3) are shown in Fig. 2. The simple approximate formula (3) is accurate to within $1.5 \%$ for $d / a \leq 1$ (or the angular opening $\theta_{0} \leq 57.3^{\circ}$ ), and the correction required is less than $0.6 \%$.

### 2.3.1.1.2 Aperture With a Backup Ground Plane

A particular static boundary-value problem is solved in [2] to study the effect of a nearby conductor on the polarizabilities of an aperture in an infinite ground plane. The aperture is taken to be a circular hole of radius a and the nearby conductor an infinite perfectly conducting plane parallel to the plane of the hole and at a distance $h$ away (see Fig. 3). The normalized polarizabilities $\bar{\alpha}_{e}$ and $\alpha_{m}$ can be written as

$$
\begin{equation*}
\bar{\alpha}_{e}=\bar{\alpha}_{m}=1-f_{p}(h / a) \tag{4}
\end{equation*}
$$

where the correction factor $f_{p}$ is a positive function of $h / a$ and the normalizing polarizabilities $\alpha_{e o}$ and $\alpha_{m o}$-f a circular hole in an infinite ground plane are given by

$$
\begin{equation*}
\alpha_{\mathrm{eo}}=\frac{2}{3} a^{3}, \quad \alpha_{\mathrm{mo}}=\frac{4}{3} a^{3} \tag{5}
\end{equation*}
$$

The curve in Fig. 3 is obtained via a dual integral-equation formulation followed by numerical computation. If the variational principle is employed, an explicit expression for $f_{p}$ is obtained, namely

$$
\begin{equation*}
\bar{\alpha}_{e}=\bar{\alpha}_{m}=\frac{1}{1+(2 / \pi) \sum_{n=1}^{\infty} F(n h / a)} \tag{6}
\end{equation*}
$$



Fig. 3. Effect of a nearby infinite plate on the polarizabilities of a circular hole.
where

$$
\begin{equation*}
F(x)=\arctan (1 / x)+x-\left(x^{3}+3 x / 2\right) \ln \left(1+1 / x^{2}\right) \tag{7}
\end{equation*}
$$

The expression (6) differs from the correct value by less than $0.03 \%$ for $h \geq a / 2$ and less than $11 \%$ for $h<a / 2$. From Fig. 3 it may be concluded that if the baskup plane is at least one aperture radius away, the correction required is less than $5 \%$.

### 2.3.1.1.3 Aperture With a Backup Cavity

The effect of a backup cavity on the polarizabilities of an aperture has not been treated to the extent where quantitatively useful information is available. In the case where the cavity is a long cylinder with a circular opening in the plane of its flange as shown in Fig. 4, the effect of the long cylinder on the magnetic polarizability of the opening can be obtained by a simple manipulation of the results in [3]. With $\alpha_{\text {mo }}$ given in (5) as the normalizing factor, the normalized magnetic polarizability $\bar{\alpha}_{m}$ is given by

$$
\begin{align*}
\bar{a}_{\mathrm{m}} & =1-f_{b} \\
f_{b} & =1-\frac{3 \pi}{4} \sum_{\mathbf{r}} c_{r} J_{2}\left(\zeta_{r}\right) / \zeta_{r}  \tag{8}\\
& \simeq 0.33
\end{align*}
$$

where $\zeta_{r}$ denotes the roots of $J_{1}^{\prime}\left(\zeta_{r}\right)=0, J_{1}$ and $J_{2}$ are Bessel functions of the first kind of order 1 and 2 , the prime denotes differentiation with respect to the argument, and the $C_{r}$ 's satisfy a matrix equation [3]. The first two values are $\zeta_{1}=1.84, \zeta_{2}=5.33$ and $C_{1}=1.68, C_{2}=-0.84$. The value $f_{b}=0.33$ is accurate to within 5\%. Thus, for the geometry shown in Fig. 4 the effect of a deep cylindrical cavity on the aperture's magnetic polarizabilitv is $33 \% \pm 5 \%$.


Fig. 4. A circular hole backed up by an infinite cylindrical tube.

### 2.3.1.1.4 Aperture With Other Modifications

There are other effects, such as nearby apertures (F1g. 5a), impedance loading (Fig. 5b) and dielectric coating (Fig. 5c), that may change the aperture's polarizabilities. Formulas for these effects can be found in Sec. 2.1.3.2.1.

### 2.3.1.2 Coupling via Diffusion

In EMP shielding problems involving closed conducting shells, displacement currents may be neglected throughout. Hence, for the regions outside and inside the enclosure (Fig. 6a) one may write

$$
\begin{array}{ll}
\vec{H}^{e x}=-\nabla \phi_{m}^{e x}, & \nabla^{2} \phi_{m}^{e x}=0  \tag{9}\\
\vec{H}^{\text {in }}=-\nabla \phi_{m}^{i u}, & \nabla^{2} \phi_{m}^{i n}=0
\end{array}
$$

and within the enclosure's wall one has, in the s-domain,

$$
\begin{align*}
& \nabla \times \overrightarrow{\mathrm{H}}=\sigma \overrightarrow{\mathrm{E}}  \tag{10}\\
& \nabla \times \overrightarrow{\mathrm{E}}=-\mu \mathrm{s} \overrightarrow{\mathrm{H}}
\end{align*}
$$

The quantity of interest is the cavity field $\overrightarrow{\mathrm{H}}^{\text {in }}$ or the interior magnetic scalar potential $\phi_{m}^{\text {in }}$. The source term for $\phi_{m}^{\text {in }}$ is either the normal derivative $(\partial / \partial n) \phi_{m}^{\text {In }}$ or $\phi_{m}^{\text {in }}$ itself on the inner surface $S_{i}$ of the cavity wall (Fig. 6a). These boundary values are related to the boundary values $(\partial / \partial n) \phi_{m}^{e x}$ and $\phi_{m}^{e x}$ on the outer surface $S_{0}$ of the cavity; the relationship can be obtained by integrating (10) across the enclosure's


Fig. 5. (a) A row of periodic small apertures, (b) an impedance-loaded aperture in an infinite ground plane, and (c) a circular hole in an infinite ground plane sandwiched by dielectric slabs.
wall. A knowledge of this boundary relationship greatiy simplifies the original two-surface boundary-value problem (Fig. 6a) to the one-surface boundary-value problem (Fig. 6b). For the more general case where displacement currents need to be taken into account, the boundary conditions between the two sides of the cavity wall are of the form of a "boundary connection supermatrix," presented in Sec. 2.1.3.3.

For metallic enclosures whose wall conductivity is usually very high, the true source for the penetrant cavity field is the normal component of the magnetic field $H_{n}^{i n}$ (which is equal to the magnetic surface charge density $p_{m}^{\text {in }}$ divided by $\mu_{o}$ ) on the inner surface $S_{i}$ of the cavity wall. This source can be calculated by a perturbation technique by first agsuming the wall to be perfectly conducting [4,5]. It turns out that $H_{n}^{\ln }$ on $S_{i}$ is inversely proportional to the wall conductivity and directiy proportional to the spatial varlations of the induced surface currents on $S_{0}$.


Fig. 6. (a) An enclosure with conducting walls, (b) a mathematical configuration in which the volume enclosed by $S$ is equal to the interior volume of Fig. 6a and the surface $S$ is similar to either $S_{i}$ or $S_{o}$ of Fig. 6a.

### 2.3.1.2.1 Cavities With Electrically Thin Walls

For cavities whose wall thickness is less than the wall's akin depth the boundary conditions across $S$ (Fig. 6b) are given by [4]

$$
\begin{equation*}
\frac{\partial}{\partial n} \phi_{m}^{e x}=\frac{\partial}{\partial n} \phi_{m}^{i n}=\frac{1}{s \mu_{o} \sigma \Delta} \nabla_{s}^{2}\left(\phi_{m}^{i n}-\phi_{m}^{e x}\right) \tag{11}
\end{equation*}
$$

where $\sigma$ and $\Delta$ are the wall's conductivity and thickness, and $\nabla_{s}^{2}$ is a surface Laplacian operator. In practice, one may neglect $\nabla_{s}^{2} \phi_{m}^{i n}$ in comparison to $\nabla_{s}^{2} \phi_{m}^{e x}$ and obtain from (11) for the surface magnetic charge density $\rho_{m}^{\text {in }}$

$$
\begin{equation*}
\rho_{\mathrm{m}}^{\mathrm{In}}=\mu_{0} H_{\mathrm{n}}^{\mathrm{in}} \propto \frac{R}{s} \nabla_{s}^{2} \phi_{\mathrm{m}}^{e x} \tag{12}
\end{equation*}
$$

where $R=(\sigma \Delta)^{-1}$ is the resistance of the wall. If $\phi_{m}^{e x}$ is eliminated in favor of the surface current density $\overrightarrow{\mathrm{J}}$, (12) becomes

$$
\begin{equation*}
\rho_{m}^{\text {in }} \simeq \frac{1}{s} R I_{n} \cdot \nabla_{s} \times \vec{J} \tag{13}
\end{equation*}
$$

where $\vec{J}$ is obtained by solving an external interaction problem for the case of infinite wall conductivity (see Sec. 2.1.2).

### 2.3.1.2.2 Shells of Arbitrary Electrical Thickness

For cavities whose wall thickness 18 comparable to or greater than the wall's skin depth the boundary conditions are much more complicated and are given by [4]

$$
\begin{align*}
& \frac{\partial}{\partial n}\left(\phi_{m}^{1 n}+\phi_{m}^{e x}\right)=\alpha \nabla_{s}^{2}\left(\phi_{m}^{1 n}-\phi_{m}^{e x}\right)  \tag{14}\\
& \frac{\partial}{\partial a}\left(\phi_{m}^{1 n}-\phi_{m}^{e x}\right)=\beta v_{s}^{2}\left(\phi_{m}^{\mathrm{In}}+\phi_{m}^{e x}\right)
\end{align*}
$$

where

$$
\begin{align*}
& \alpha=\frac{2}{s \mu_{o} \sigma \Delta} \frac{\sqrt{s \tau_{d}} / 2}{\tanh \left(\sqrt{s \tau_{d}} / 2\right)} \\
& \beta=\frac{\mu_{r} \Delta}{2} \frac{\tanh \left(\sqrt{s \tau_{d}} / 2\right)}{\sqrt{s \tau_{d}} / 2} \tag{15}
\end{align*}
$$

and $\tau_{d}=\mu \sigma \Delta^{2}$ and $\mu_{r}=\mu / \mu_{0}$. In practice, $\nabla_{s}^{2} \phi_{m}^{\text {in }}$ may be negiected in comparison to $\nabla_{\mathrm{s}}^{2} \phi_{\mathrm{m}}^{\mathbf{e x}_{\mathrm{x}}}$, and (14) and (15) give

$$
\begin{equation*}
\rho_{\mathrm{m}}^{\operatorname{In}} \approx \frac{1}{s} \mathrm{Z}_{\mathrm{T}} \mathrm{I}_{\mathrm{n}} \cdot \nabla_{\mathrm{s}} \times \underset{\mathrm{J}}{ } \tag{16}
\end{equation*}
$$

where the transfer impedance $Z_{T}$ is

$$
\begin{equation*}
Z_{T}=R \frac{\sqrt{s \tau_{d}}}{\sinh \sqrt{s \tau_{d}}} \tag{17}
\end{equation*}
$$

and is plotted in Fig. 21 of Sec. 2.2.3 and Fig. 1 of Sec. 2.4.1.

### 2.3.2 PROPAGATION

Electromagnetic energy can penetrate into a cavity either through apertures in the cavity surface or by means of diffusion through cavity walls. Engineering formulas and data for excitation of cavity fields by apertures are given in Sec. 2.3.2.1 and by diffusion in Sec. 2.3.2.2.

### 2.3.2.1 Cavity Excitation via Apertures

Athough electromagnetic penetration through an aperture into a cavity is a problem of great practical interest, quantitatively useful results exist only for a few simple cavity-aperture geometries because the general problem of calculating the interaction between aperture and cavity is very difficult, if not impossible, to solve. However, if the cavity-aperture problem can be separated into two independent problems,
namely, (a) the aperture problem in an infinite ground plane and (b) the cavity problem with given aperture field, then the amount of information on the cavity excitation via apertures can be greatly increased. Under this decoupling approximation the results of Sec. 2.1.3.2 on the aperture problem in an infinite ground plane serve as input to the cavity problem which is relatively easy to solve, since methods to calculate the cavity field distribution with known aperture fleld are well developed [6-10].

In the following, results derived under this approximation are presented as well as results obtained without this approximation.

### 2.3.2.1.1 Parallel-plare Cavities

## a. Small Apertures in the Frout Plate

Electromagnetic penetration into a parallel-plate region through an electrically small elliptic aperture has been investigated in [11,12], in which the aperture is replaced by point dipoles with polarizabilities $\stackrel{\leftrightarrow}{\alpha}_{e}$ and $\stackrel{\leftrightarrow}{\alpha}_{m}$ appropriate to an elliptical hole (see Sec. 2.1.3.2.1). The geometry is shown in Fig. 7 where the $x$-axis is parallel to the major axis of the elliptic aperture. Figs. 8a-d show some typical normalized time-harmonic data indicative of the behavior of the penetrant field. The data are applicable under the following conditions:
(a) Iinear dimension of aperture << plate separation $h$, wavelength $\lambda$, and the diatance between the aperture and the ffeld point;
(b) $|h-n \lambda / 2|>\lambda / 20, \quad n=1,3,5,7, \ldots$

Although the results presented are for the elliptic aperture case, the curves shown in Figs. 8a-d also apply to small apertures of any shape, provided that suitable polarizabilities are used.

## b. Long Slot in the Front Plate

A slot with length much greater than its uniform width may be approximated by an infinitely long uniform slot. The problem of an
infinitely long uniform slot in the front plate of a parallel-plate cavity excited by an EMP has been treated in [13,14].

The geometry of the problem considered in [13] is shown in Fig. 9, in which the incident fields are assumed to be uniform and $h \ll w \ll \lambda$ (wavelength). The following resulta are obtalned for the region between the plates and $|x|>w / 2$

$$
\begin{align*}
& \binom{E_{x}}{H_{z}}=\frac{x}{|x|}\binom{E_{s c}}{-H_{s c}} e^{-\pi(|x|-w / 2) / h_{\sin ( }(\pi z / h)} \\
& \binom{E_{z}}{H_{x}}=-\binom{E_{s c}}{H_{s c}} e^{-\pi(|x|-w / 2) / h_{\cos ( }(\pi z / h)} \tag{18}
\end{align*}
$$



Fig. 7. Parallel plates with aperture in front plate.


Fig. 8. Real and imaginary parts of (a) $E_{x}(0,0, z) /\left(Z_{0} \bar{H}_{y}\right)$ and (b) $E_{z}(0,0, z) / \bar{E}_{z}$, where $\bar{H}_{y}=k^{3} \alpha_{m, y y} H_{s c, y} /(2 \pi)$ and



Fig. 8. Real and Imaginary parts of (c) $2 \mathrm{H}_{\mathrm{x}}(0,0, z) / \overline{H_{x}}$ and
(d) $H_{x}(x, 0,0) / \bar{H}_{x}$, where $\bar{H}_{x}=k^{3} \alpha_{m, x x}{ }_{s c}, x / \pi$.


Fig. 9. Parallel plates with uniform slot in che front plate.

It is seen that in this special case the characteristic length for EMP penerration is h. Eqs.(18) are found to be useful for an estimation of the low-frequency EMP penetration through joints of aircraft skin panels.

The geometry of the problem considered in [14] is shown in Fig. 10. The slot is exci+ed by a normally incident plane wave whose electric field is parallel to the x-axis. It is found that the strength of the Eicld component $E_{x}$ at the slot's center generally differs from that in an isolated, sloited plate. The difference, however, is small if $\mathrm{w}<\mathrm{h}<\lambda / 2$. The TEM field in the region between the plates is llotted in Fig. 11 as function of plate separation $h$, where $h<\lambda / 2$ in which case only the TEM mode can propagate.
c. Pertodic Array of Rectangular Apertures in the Front Plate

In Fig. 12 is shown the geometry of the problem of low-frequency magnetic field penetration into the para'. ${ }^{1}$ el-plate region through a pertodic array of rectangular apertures.

The problen is solved in [12] in which an integral equacion for the normal component of the pperture megnetic field is first formulated and solved subsequently by introducing a suitable trial function with an adjustable constant. The normal component of the aperture magnetic field is, for $p \gg 2 h$,


Fig. 10. Slotted parallel-plate waveguide.


Fig. 11. TEM eleciric field in a slotted parallel-plate guide due normally incident wave with E-field transverse to the slot axis.

$$
\begin{equation*}
H_{z}(x, y, 0)=\frac{-K y}{\sqrt{\left(w^{2} / 4-x^{2}\right)\left(\ell^{2} / 4-y^{2}\right)}} \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
K=\frac{\operatorname{lh} H_{s c}}{p \sum_{n=1}^{\infty} \frac{1}{n^{2}} J_{1}(n \pi l / p)[1-\cos (n \pi l / p)] \frac{1-\exp (-n \pi w / p) I_{0}(n \pi w / p)}{n \pi w / p}} \tag{20}
\end{equation*}
$$

which simplifies to

$$
\begin{equation*}
K \simeq \frac{h H_{s c}}{2 J_{1}(\pi)} \simeq 1.3 \mathrm{hH}_{\mathrm{sc}} \tag{21}
\end{equation*}
$$

for $p \gg w$ and $p \simeq \ell$. Here, $J_{1}$ and $I_{0}$ are Bessel functions.
From the aperture field (19) one finds that the maximum penetrant field strength inside the parallel-plate region is given by

$$
\begin{equation*}
\max |H(x)| \simeq H_{s c} \exp (-2 \pi|x| / p) \tag{22}
\end{equation*}
$$



Fig. 12. Parallel plates with a periodic array of rectangular apertures in the front plate.
for $|x|>w(F i g .12)$, and the maximum penetrant magnetic flux density $\Phi^{\prime}$ per unit length is given by

$$
\begin{equation*}
\max \left|\Phi^{\prime}(x)\right| \simeq \frac{\pi^{2}}{4} h H_{s c} \exp (-2 \pi|x| / p) \tag{23}
\end{equation*}
$$

### 2.3.2.1.2 Infinite Circular Cylindrical Cavities

## a. Magnetic-Field Penetration via an Aperture

The degradation in magnetic-field shfelding due to the presence of an aperture in a long hollow conducting tube (Fig. 13) is studied in


Fig. 13. (a) and (b) Small aperture in a long cylindrical sheil imnersed in uniform axial magnetic field $\vec{H}^{1}(t)$, and (c) peak-to-peak ratio of $-H_{x}(a, 0, z, t)$ to $\vec{H}^{i}(t)$ along the cylinder's axis for $a=16.5 \mathrm{~cm}, r_{0}=5 \mathrm{~cm}$, and $H^{1}(t) \propto$ $t \exp (-\alpha, t)$ with $\alpha=10^{6}$.
[15,16] which contain a comparison of experimental data with theoretical data, the latter being obtained from the solution for an infinite plane with a circular aperture. The excellent agreement can be attributed to the fact that the dimensions of the aperture are small compared to the tube's radiu.; and the distance between the aperture and the field point, and that the tube's radius is only a small fraction of the important spectral wavelength of the incident field.

## b. Long Slot in a Long Circular Cylinder

The geometry depicted in the inset of Figs. 14a, $c$ is the cross section of an infinitely long circular cylinder with an angular opening of $2 \phi_{0}$. The electric field vector of the incident plane wave is parallel to the cylinder's axis and the incident wave has a zero phase at the cylinder's center. Figs. 14a, $b$ show the angular variations of the aperture field for half-angles $\phi_{0}=10^{\circ}$ and $30^{\circ}$ and for various values of ka. The field at the aperture center is plotted in Fig. 14c as a function of ka for two opening angles, $\phi_{0}=10^{\circ}$ and $\phi_{0}=30^{\circ}$. Note the dramatic effects of the interior resonance near ka $=2.4$ [17].

Figs. 15a,b show the electric field variation along the cylinder's radius from the aperture's center to the cylinder's center for various frequencies [17]. The dramatic increase in interior fields can be seen for the wider aperture and for frequencies near the interior resonance. Fig. 15 c is a plot of the cavity field magnitude at the center of the cavity as a function of frequency. Again, the effect of resonance is seen to be quite dramatic.

A plot of the first interior complex resonance frequency as a function of the aperture half-angle $\phi_{0}$ can be found in Fig. 16. Although any opening of the cavity will shift the resonance frequency, the effect is quite small for $\phi_{0} \leq 10^{\circ}$ but increases rapidly with increasing $\phi_{0}$.

In the case where the wavelength of the incident wave is much greater than the diametex of the cylinder, one may use an electrostatic boundary-value problem to find the low-frequency penetrant field. For the field polarization shown in Fig. 17, the penetrant electric and magnetic fields at the center of the cavity take the simple form


Fig. 14. (a) Aperture field mignitude for $\phi_{0}=10^{\circ}$ and various values of $k a$, where a is the radius of the cyinder, (b) aparcure field for $\phi_{0}=30^{\circ}$ and various values of $k a$, and (c) field amplitude at the center of the aperture for half-angle $=10^{\circ}$ and $30^{\circ}$. The axis of the cylindrical shell is parallel to the z-axis.


Fig. 15. Varlation of interior field along $\phi=0^{\circ}$ with ka as parameter for (a) $\phi_{0}=10^{\circ}$, and (b) $\phi_{0}=30^{\circ}$, and (c) field at the center of the cavity versus ka for $\phi_{\mathrm{O}}=10^{\circ}$ and $30^{\circ}$.


Fig. 16. First interior complex resonance frequency for $0 \leq \phi_{0} \leq 40^{\circ}$. where a is the radius of the cyli.der, $c$ is the vacuum speed of light, and $2 \psi_{0}$ is the angle of the opening.


Fig. 17. Statis penetrant Elelds at the center of the cylinder versus aperture opening.

$$
\begin{equation*}
\frac{E(0)}{E^{1}}=\frac{H(0)}{H^{1}}=\sin ^{4}\left(\phi_{o} / 2\right) \tag{24}
\end{equation*}
$$

which is plotted in Fig. 17.
In the case where the cylindrical shell has $N$ slots periodicaliy distributed around its periphery (Fig. 18), the low-frequency penetrant field at the center of the cavity is given by [18]

$$
\begin{equation*}
\frac{E_{z}(0)}{E^{1}}=\frac{E}{N \ln (1 / k a)} \tag{25}
\end{equation*}
$$

where $F$ is a function only of $N \phi_{0} / \pi, \phi_{0}$ belng the half angular opening of one slot. In $F i g$. $18, F$ is plotted versus $N \phi_{o} / \pi$.


Fig. 18. The function $F$ versus $N \psi_{0} / \pi, N$ being the number of apertures or strips.

### 2.3.2.1.3 Simply-Connected Cavities

a. Circular Aperture in the Wall of a Spherical. Cavity

The geometry is shown in the inset of Fig. 19 where the circular aperture is centered about the polar axis and the angle $2 \theta_{0}$ specifies the angular opening of the aperture. A time-harmonic plane wave is traveling along the negative $z$-axis and polarized with its electric vector along the $x$-axis.

In Figs. 19-22 the variations of the total electric and magnetic fields are shown along the sphere's diameter from the center of the aperture to the back of the cavity [19]. In addition to the solution obtained by solving the exact equations numerically, three different approximate solutions are given. In the approximate solution $A$, the aperture electric field distribution is assumed to be that of the incident field but with an adjustable amplitude. The interior fields are then represented in terms of cavity modes whose coefficients are computed from mode matching. The adjustable amplitude is determined from the continuity of the magnetic field at a chosen point on the aperture. In the approximate solution $B$, the Kirchhoff approximation is used and the interior fields are computed from Huygens' principle. In the approximate solution $C$, the aperture is represented by equivalent dipole moments which are computed as if the aperture were in an infinite planar sheet. The approximate solutions $B$ and $C$, of course, do not take into account the presence of the cavity and hence, as Figs. 19-22 show, they exhibit no resonance effects.

The energy density, $|\vec{E}|^{2}+\left|z_{\mathrm{O}} \overrightarrow{\mathrm{H}}\right|^{2}$, at the center of the cavity as a function of ka is shown in Fig. 23 for two aperture openings, $0_{0}=10^{\circ}$ and $\theta_{0}=30^{\circ}$. The resonances at $\mathrm{ka} \approx 2.75$ and 4.49 are clearly seen and are more pronounced for the smaller aperture. At non-resonant frequencles, the density for $\theta_{0}=30^{\circ}$ exceeds that for $\theta_{0}=10^{\circ}$ by as much as $10^{6}$.

At low frequencies where ka is much less than unity, the penetrant field at the center of the cavity takes an extremely simple form, namely


Fig. 19. Normalized total electric field along the z-axis for half opening angle $\theta_{0}=10^{\circ}$; exact ( - ), approximation $A(--)$, approximation $B(-.$.$) , approximation C(-\cdots)$.


Fig. 20. Normalized total magnetic field along the $z$-axis for half opening angle $\theta_{0}=10^{\circ}$; exact ( - ), approxination $A(--)$ ), approximation $B(-\cdots)$, approximation $C(-,-)$.


Fig. 21. Normalized total electric Field along the z-axis for hali apening angie $\theta_{0}=30^{\circ}$; exact ( -- ), approximation $A(---)$, approximation B (——), approximation C (——).


Fig. 22. Normalized total magnecic field along the z-axis for half opening angle $\theta_{0}=30^{\circ}$; exact (-), approximation $A(-\infty)$, approximation $B(-\cdot-)$, approximation $C(-\cdot)$.


Fig. 23. Normalized energy density $\left(|\vec{E}|^{2}+\left|Z_{o} \vec{H}\right|^{2}\right) /|\vec{E}|^{2}$ as a function of ka.

$$
\begin{equation*}
\frac{E_{z}(0)}{E^{1}}=\frac{1}{\pi}\left(\theta_{0}-\frac{1}{3} \sin 3 \theta_{0}\right) \tag{26}
\end{equation*}
$$

for $\vec{E}^{\mathbf{1}}$ parailel tri z-axis (Fig. 24a), and

$$
\begin{equation*}
\frac{E_{y}(0)}{E^{1}}=\frac{H_{z}(0)}{H^{1}}=\frac{1}{\pi}\left(\theta_{0}-\frac{1}{2} \sin \theta_{0}-\frac{1}{2} \sin 2 \theta_{0}+\frac{1}{6} \sin 3 \theta_{0}\right) \tag{27}
\end{equation*}
$$

for $\vec{E}$ and $\vec{H}$ respectively transverse and parallel to the z-axis (Fig. 24b), where $\theta_{0}$ is the half angle of the aperture opening. Eqg. (26) and (27) are plotted in Figs. 24a,b as functions of $\theta_{0}$.

## b. Small Apertures in the Wall of Cylindrical Cavity

Two different aperture locations in the wall of a cylindrical cavity are shown in Figs. 25a,b. With the technique discussed in [10] simple formulas can be obtained for the penetrant quasi-static ragnetic field at the center of the cavity.


Fig. 24. Normalized static penetrant field at tie center of a spherical cavity with a circular aperture for (i) $\vec{E}$ parallel to the polar axis, and (b) $\vec{E}^{1}$ transverse and $\vec{H}^{i}$ prrallel to the polar axis.
(a) For $\ell \gg a$ (Fig. 25a) the low-frequency penetrant magnetic field at the center of the cavity for an aperture at $\left(p_{0}, 0,0\right)$ is given by

$$
\begin{align*}
\vec{H}= & \frac{1.33}{2} e^{-\zeta} 11^{\ell /(2 a)}\left(A \vec{I}_{x}+B I_{y}\right) \\
& +I_{z} \frac{7.52}{3} e^{-\zeta_{0}} 02^{\ell /(2 a)} J_{1}\left(\zeta_{02} \rho_{0} / a\right) I_{x} \cdot \frac{\alpha_{m}}{\alpha_{m}} \cdot \vec{H}_{s c} \tag{23}
\end{align*}
$$

where

$$
A=\frac{\zeta_{11} \rho_{o}}{a} J_{1}^{\prime}\left(\zeta_{11} \rho_{o} / a\right) \overrightarrow{1}_{x} \cdot \stackrel{\leftrightarrow}{a}_{m} \cdot \vec{H}_{s C}
$$


(b)


Fig. 25. A cylindrical cavity with a small aperture in the wall: (a) aperture at ( $\rho_{0}, 0,0$ ); (b) aperture at $\left(a, 0, z_{o}\right)$ where $a$ is the radius of the cylinder.

$$
\begin{aligned}
& \mathrm{B}=J_{1}\left(\zeta_{11} \rho_{o} / a\right) \vec{I}_{\mathrm{y}} \cdot \stackrel{\leftrightarrow}{\alpha}_{\mathrm{m}} \cdot \stackrel{\rightharpoonup}{H}_{\mathrm{sc}} \\
& \zeta_{11} \simeq 1.84, \quad \zeta_{02} \simeq 3.83
\end{aligned}
$$

(b) For $\left|z_{0}-\ell / 2\right| \gg$ a (Fig. 25b) the low-frequency penetrant magnetic field at the center of the cavity for an aperture at ( $a, 0, z_{o}$ ) is given by

$$
\begin{align*}
& \overrightarrow{\mathrm{H}} \simeq \frac{0.776}{a^{3}} e^{-\zeta} 11\left|z_{0}-\ell / 2\right| / a \\
&\left(\mathrm{CI}_{x}+D \overrightarrow{1}_{y}\right)  \tag{29}\\
&+\vec{I}_{z} \frac{3.03}{a^{3}} e^{-\zeta_{02}\left|z_{o}-\ell / 2\right| / a_{I_{2}}} \vec{I}_{z} \cdot \stackrel{a}{m} \cdot \vec{H}_{s c}
\end{align*}
$$

where

$$
C=\zeta_{11} \vec{I}_{z} \cdot \stackrel{\leftrightarrow}{\alpha}_{m} \cdot \vec{H}_{s c}, \quad D=\vec{I}_{y} \cdot \stackrel{\leftrightarrow}{\alpha}_{m} \cdot \vec{H}_{s c}
$$

(c) For a > \& (Fig. 25b) tise low-frequency penetrant magneric fleld at the center of the cavity for an aperture at ( $a, 0, x_{0}$ ) 1a given by

$$
\begin{align*}
\overrightarrow{\mathrm{H}} \approx & \frac{1}{\pi \ell \mathrm{a}^{2}} \vec{I}_{\mathrm{y}} \cdot{\stackrel{+}{\alpha_{m}}}_{\mathrm{m}} \cdot \overrightarrow{\mathrm{H}}_{\mathrm{sC}} \vec{I}_{\mathrm{y}} \\
& +\vec{I}_{z} \frac{4.44}{a \ell^{2}} \sqrt{\frac{a}{\ell}} e^{-\pi a / \ell} \sin \left(\pi z_{o} / \ell\right) \vec{I}_{z} \cdot{\stackrel{\leftrightarrow}{\alpha_{m}}}_{m} \cdot \overrightarrow{\mathrm{H}}_{\mathrm{BC}} \tag{30}
\end{align*}
$$

In the above formulas, $\stackrel{\leftrightarrow}{\alpha}_{m}$ is the magnetic polarizability of the aperture in an infinite plane (see Sec. 2.1.3.2.1), 䧺 $i s$ the field at the aperture with the aperture covered. The validity of the above formula lies in the assumption that the aperture is smaller than all other relevant dimensions of the problem, in addition to being eiectrically small.

## C. Apertures Backed by a Rectangular Cavity

Figs. 26a, b show two different kinds of apertures in the wall of a rectangular cavity. For the problem depicted in Fig. 26a simple formulas for the quasi-static penetrant magnetic field at the center of the cavity are summarized below [10].


Fig. 26. (a) A rectangular cavity with a small aperture in one of its walls, (b) a hatch aperture with gasket in an infinite planar plate backed by a rectangular cavity.
(a) $\mathrm{c} \gg \mathrm{a}>\mathrm{b}$ (deep cavity)

$$
\begin{align*}
\vec{H}(a / 2, \dot{b} / 2, c / 2) & \simeq I_{x} \frac{2 \pi}{a_{b} b} e^{-\pi c /(2 a)} \sin \left(\pi x_{0} / a\right) m_{x} \\
& +\vec{I}_{y} \frac{2 \pi}{a b} e^{-\pi c /(2 b)} \sin \left(\pi y_{0} / b\right) m_{y} \tag{31}
\end{align*}
$$

(b) $a>b>c,\left|x_{0}-a / 2\right| \gtrsim b$ (shallow cavity)

$$
\begin{align*}
\vec{H}(a / 2, b / 2, c / 2) & \approx \vec{I}_{y} \frac{\pi}{b^{2} c} e^{-\pi\left|x_{0}-a / 2\right| / b}\left[m_{y} \sin \left(\pi y_{0} / b\right)-m_{x} \cos \left(\pi y_{0} / b\right)\right] \\
& +\vec{I}_{x} \frac{4 \pi}{b_{c}} e^{-2 \pi\left|x_{0}-a / 2\right| / b}\left[m_{x} \cos \left(2 \pi y_{0} / b\right)-m_{y} \sin \left(2 \pi y_{0} / b\right) \hat{j}\right. \tag{32}
\end{align*}
$$

where $\left(x_{0}, y_{0}\right)$ is the center of the aperture and

$$
\begin{equation*}
m_{x}=\vec{I}_{x} \cdot \vec{\alpha}_{m} \cdot \vec{H}_{s c}, \quad m_{y}=\vec{I}_{y} \cdot{\stackrel{+\alpha}{\alpha_{m}}} \cdot \vec{H}_{s c} \tag{33}
\end{equation*}
$$

In each case the aperture is assumed to be small compared to all relevant length parameters of the problem.

For the problem of Fig. 26 b , an expression for the magnetic flux linking a rectangular loop (see the shaded area of Fig. 26b) formed by a line located at $z=z_{1}, x=a / 2$ and the cavity walls is given by [20]

$$
\begin{equation*}
\Phi=\frac{\mathrm{RL}}{R+s L} f\left(a, b, c, z_{1}\right) H_{s c} \tag{34}
\end{equation*}
$$

where

$$
\begin{aligned}
f\left(a, b, c, z_{1}\right)= & \frac{8 a}{\pi(a+2 b)}\left(b+4 a / \pi^{2}\right) \frac{\sinh \left[\pi\left(c-z_{1}\right) / a\right]}{\sinh (\pi c / a)}, \text { if } c>a \\
f\left(a, b, c, z_{1}\right)= & \frac{4 a}{a+2 b}\left\{\frac{c-z_{1}}{a c}\left[\frac{a(a+2 b)}{4}-\frac{z_{1}\left(2 c-z_{1}\right)}{3}\right]\right. \\
& \left.-\frac{1}{\pi}\left(b-4 c^{2} / \pi^{2} a\right) \operatorname{sech}^{2}(\pi a / 2 c) \sin \left(\pi z_{1} / c\right)\right\}, \text { if } a>c
\end{aligned}
$$

$$
\begin{aligned}
& R=2 w /(\sigma \Delta a), \quad L=\pi \mu_{0}(a+2 b) /(4 \Omega) \\
& \Omega=2 \ln [4(a+b) / w] \\
& \sigma=\text { conductivity of gasket } \\
& \Delta=\text { thickness of gasket }
\end{aligned}
$$

### 2.3.2.1.4 Coaxial Cavities

a. Coaxial Cavity With a Small Aperture in the Outer Conductor

The geometry of the problem is shown in Fig. 27. An approximate expression for the magnetic field of the dominant mode excited through an electrically small aperture A by a quasi-static external shortcircuit magnetic field $\overrightarrow{\mathrm{H}}_{\mathrm{sc}}$ is given by [10]

$$
\begin{equation*}
\overrightarrow{\mathrm{H}} \cong \overrightarrow{\mathrm{I}}_{\phi} \frac{-1}{2 \pi \mathrm{al} \ln (\mathrm{a} / \mathrm{b})} \frac{1}{\rho} \overrightarrow{\mathrm{I}}_{\phi_{0}} \cdot \stackrel{\leftrightarrow}{\alpha}_{\mathrm{m}} \cdot \overrightarrow{\mathrm{H}}_{\mathrm{sc}} \tag{35}
\end{equation*}
$$

where $\stackrel{\leftrightarrow}{\alpha}_{m}$ is the magnetic polarizability of the aperture in an infinite plane (see Sec. 2.1 .3 .2 .1 ), $1_{\phi}$ and $1_{\phi_{0}}$ are respectively the unit vectors along the $\phi$-direction at the field point and the aperture. The dimension of the aperture is small compared to all other relevant dimensions of the problem.


Fig. 27. A coaxial cavity with an aperture in the outer conductor.

## b. Coaxial Cavity With a Hatch Aperture in the Outer Conductor

For the geometry shown in Fig, 28 the maguetic field of the dominant mode excited through a hatch aperture by a quasi-static short-circuit magnetic field $\vec{H}_{s c}=\overrightarrow{\mathrm{I}}_{\phi} \vec{H}_{s c}$ is given by [21]

$$
\begin{equation*}
\overrightarrow{\mathrm{H}} \simeq \vec{I}_{\phi} \frac{1}{\rho} \frac{2 a \phi_{\mathrm{O}}^{2}}{\ell \pi} \frac{\mathrm{H}_{\mathrm{sc}}}{\ell \ln (\mathrm{a} / \mathrm{L})} \frac{2+3 \ell /\left(a \phi_{0}\right)}{3+3 \ell /\left(a \phi_{0}\right)} \frac{\mathrm{RL}}{\mu_{0}^{(R+s L)}} \tag{36}
\end{equation*}
$$

where

$$
\begin{aligned}
& R=\omega /\left(\sigma \Delta a \phi_{0}\right) \\
& L=\frac{\pi \mu_{0} a \phi_{0}}{4 \ln \left[4\left(\ell+2 a \phi_{0}\right) / w\right]}\left[1+\ell /\left(a \phi_{0}\right)\right]
\end{aligned}
$$

and $\sigma$ and $\Delta$ are respectively the conductivity and thickness of the gasket.

### 2.3.2.1.5 Depressions

a. Infinitely Long Rectangular Trough in a Ground Plane

The cross section of a two-dimensional rectangular trough in a ground plane is shown in Fig. 29a, where the dimensions $h$ and $w$ are assumed


Fig. 28. A coaxial cavity with a hatch aperture loaded by a gasket in the outer conductor.


Fig. 29. (a) Cross section of an infinitely long rectangular trough in a ground plane, (b) the normalized magnetic and electric fields at the center of the trough's bottom, (c) the normalized magnetic and electric fields along the center line of the trough, and (d) the normalized magnetic flux and the normalized electrostatic potencial along the center line of the trough, where $V_{0}=E_{s c}{ }^{W / 2}$ and $\Phi_{0}=\mu_{0} H_{s c} w / 2$.
to be small compared to the wavelengths of the incident wave. Thus, the quasi-static approximation can be used, and the field inside the trough can be obtained by the method of cunformal mapping [22,23]. Fig. 29b shows the field strength at the center of the trough's bottom. Fig. 29c gives the ficld variation along the center line of the trough. Fig. 29d shows the variation along the center line of the trough of the normalized magnetic flux between $z=z$ and $z=h$ and the normalized electrostatic potential relative to the bottom of the trough.
b. Infinitely Long Rectangular Trough Flanked by Two Dikes in a Ground Plane

The field penetration into a rectangular trough flanked by two dikes in a ground plane has been analyzed in [23] in connection with EMP penetration into an open nose wheel well of an aircraft. The geometry of the problem is shown in Fig. 30a. Under the quasi-static approximation, the two-dimensional boundary-value problem is solved by the method of conformal mapping. Fig. 30b shows the field strength along the center line of the trough. Fig. 30c gives the normalized magnetic flux and electrostatic potential along the center line of the trough.

For $h \geq w / 2$, the field strength at the center of the trough's bottom is given by the simple formula

$$
\begin{equation*}
\frac{E_{z}}{E_{s c}}=\frac{H_{x}}{H_{s c}} \simeq 0.4789 e^{-\pi h / w} \tag{37}
\end{equation*}
$$

## c. Magnetic-Field Penetration Into a Semi-Infinite Pipe

The penetration of a quasi-static magnetic field into a perfectly conducting, semi-infinite circular pipe under four different end conditions has been analyzed in [3] (see Figs. 31a-d). The magretic field of the dominant mode along the axis of the pipe is found to be


Fig. 30. (a) Cross section of an infinitely long rectangular trough flanked by two dikes in a ground plane, (b) normalized field components along the center line of the trough, (c) normalized magnetic flux and electric potential alung the center line of the trough for $h=w$, where $V_{0}=E_{s c} w / 2$ and $\Phi_{0}=\mu_{0} H_{s c} w / 2$.


Fig. 31. A semi-infinite pipe immersed in an external magnetic field:
(a) without flange, top view, (b) with flange, side view, (c) with flange and resistive cap, side view, and (d) with flange and annular slot, side view.

$$
\begin{equation*}
H_{x}=\frac{1}{2} C_{1} H_{s c} \exp \left(-\zeta_{1} z / a\right) . \quad z>0 \tag{38}
\end{equation*}
$$

where $\zeta_{1}=1.84118$ and $C_{1} / 2$ is given in table 1.

TABLA 1. THE COEFFICIENT $C_{1} / 2$

| Perfectly Conducting, Semi-Infinite Pipe | $C_{i} / 2$ |
| :--- | :---: |
| With a perfectly conducting flange | 0.838 |
| Without a flange | 1.120 |
| With a perfectly conducting flange and a <br> resistive cap | $\frac{0.838}{1+0.349 \mathrm{~s} \mu_{0} a \Delta \Delta}$ |
| With a perfectly conducting flange and $a$ <br> cap having an annular slot of width <br> a/2000 at a distance a/lo from the <br> pipe's wall | 0.30 |

From the table it is observed that (1) the effect of removing the flange is about $34 \%$, (2) the effect of inserting a resistance cap is to yield a "shielding ratio" similar to that in other low-frequency shielding problems, and (3) a perfectly conducting cap with an annular slot, even though the slot is extremely narrow, seems to have little effectiveness in shielding against the external magnetic field.
d. Hemispherical Depression in an Infinite Conductirig Plane

A hemispherical depression in an infinite conducting plane is shown in Fig. 32. The quasi-static electric field penetration into such a depression has been solved exactly by the method of inversion in [24], whereas the quasi-static magnetic field problem has been treated by an integral-equation formulation solved numerically to a high degree of accuracy [25]. It is found that in the illuminated side, the circular aperture backed by the hemispherical cavity has the following solarizabilities

$$
\begin{equation*}
\alpha_{e} \simeq 0.55 a^{3}, \quad \alpha_{i n} \simeq 0.87 a^{3} \tag{39}
\end{equation*}
$$

which are smaller than those given by (5) of a circular aperture in an infinite plane without cavity backing. Fig. 32a shows the normalized magnetic flux $\Phi$ linking a loop. Fig. 32 b gives the averaged electric field $\bar{E}_{z}(z)$ along the axis defined by

$$
\begin{equation*}
\bar{E}_{z}(z)=\frac{1}{a-z} \int_{z}^{a} E_{z}(0,0, z) \mathrm{d} z \tag{40}
\end{equation*}
$$



Fig. 32. (a) Normalized magnetic flux versus $2 / a$ for $q$ lonp making an angle $\phi=\pi / 2$ with respect to $\vec{H}_{B C}$; for other values of $\phi$, $\Phi$ i.s diminished by a factor sin $\phi$. (b) Averaged electric field along the symmetry axis in the cavity.

### 2.3.2.2 Diffusive Penetration Into Cavities

The diffusive penetration comes about because the conductivity of the walls, albeit high, is not infinite. At low frequencies for which the wall thickness is less than the skin depth, the diffusion mechanism is known to be an effective means for penetration by the magnetic field, while penetration by the electric field is negligibly small by comparison. At higher frequencies for which the wall thickness is larger than the skin depth, most of the incoming electromagnetic energy is shielded out by reflection and attenuation losses due to the cavity walls. Thus, diffusion penetration is of concern to the EMP system analyst mainly for the low-frequency magnetic field.

In this section simple working formulas are given, both in frequency and time domain, to calculate the cavity fields for certain simple-shaped enclosures. These simple formulas are then generalized so as to be applicable to general-shaped enclosures.

### 2.3.2.2.1 Physical Considerations of Shielding

Fig. 33 shows an electromagnetic pulse $H^{e x}(t)$ of width $\tau_{0}$ impinging on a closed metallic shell of conductivity $\sigma$, permeability $\mu$, and wall


Fig. 33. An external electromagnetic pulse impinging on a closed cavity with finitely conducting walls. $V=$ interior volume of enclosure; $S=$ surface of enclosure.
thickness $\Delta$. The qualitative features of the penetrant pulse $H^{\text {in }}(t)$ can be obtained by first identifying the fimportant time parameters involved in the problem and then studying their relative magnitudes for enclosurea used in practice [26]. These parameters are the pulse width $\tau_{0}$ of the incident wave, the transit time $\tau_{a}(x a / c)$ for a signal traveling across the enclosure, the diffusion time $\tau_{d}\left(=\mu \sigma \Delta^{2}\right)$ of the enclosure's wall, and the fall time $r_{f}$ of the interior pulse $H^{\text {in }}(t)$. The fall time $T_{f}$ can be understood as the time constant of an $L R$ circuit which describes the decay of the induced eddy-current loops in the shell. Clearly, these current loops heve a resistance $R \propto 1 /(\sigma \Delta)$ and an inductance $L \propto \mu_{0} a$. Hence, $T_{f}=L / R \propto \mu_{0} \sigma \Delta a$. In terms of the volume $V$ and aurface $S$ of the enclosure one then expects $\tau_{f} \simeq \mu_{o} \sigma \Delta V / S$. For a typical high-altitude EMP and a typical enclosure of several meters in diameter and a few millimeters in wall thickness made of aluminum, $\tau_{a} \approx$ tens of nanoseconds, $\tau_{0} \approx$ hundreds of nanoseconds, $\tau_{d} \approx$ tens of microseconds, while $\tau_{f} \approx$ tens of milliseconds. It is thus seen that these time parameters are well separated by orders of magnitude. The greac separation in value between $\tau_{a}$ and $\tau_{0}$ is not crucial in order to have a simple degcription of the diffusion and decay processes that are involved in the physics of shielding by an enclosure. Suppose the external pulse $H^{\text {ex }}$ strikes the enclosure surface at $t=0$ (see Fig. 33). Then for $t<\tau_{d}$, the interior pulse $H^{\text {in }}$ is insignificant, since $r_{d}$ is the time for the puise to "ooze" through the wall. For $t$ of the order of $\tau_{d}$, $H^{\text {In }}$ reaches its peak and by this time the external pulse has long passed the enclosure. For $t>\tau_{d}$, the enclosure is left alone to decay through energy dissipation in the walls according to the decay law of eddy currents [27], implying that the fall time $\tau_{i t}$ of $H^{\text {in }}$ ia given by $L / R$ and the peak value of $H^{\text {in }}$ is proportional to $\mathrm{k} / \mathrm{L}$. Furthermore, $\mathrm{H}^{\text {ex }}$ is effectively an impulse compared to $H^{\text {in }}$ because $\tau_{0} \ll \tau_{d}$. Thus the total time integral of $H^{\text {ex }}$ is expected to play an important role, and so one can introduce an effective impulse strength $H_{0}$ as

$$
\begin{equation*}
H_{0}=\int_{-\infty}^{\infty} H^{e x}(t) d t \tag{41}
\end{equation*}
$$

In terms of $H_{0}$ the peak value of $H^{i n}$ is expected to be proportional to $H_{0} R / L$ with a dimensionless proportionality constant of order unity.

In the frequency domain, the important length parameters are the wall thickness $\Delta$, the enclosure maximum linear dimension $a$, the wall skin depth $\delta(=\sqrt{2 /(\omega \sigma \mu)})$, and the characteristic wavelength $\lambda_{0}\left(=c \tau_{0}\right)$ of the incident pulse. Typically, $\Delta \approx$ a few millimeters, $a \simeq$ several meters, $\lambda_{0} \simeq$ hundreds of meters, and $\delta \simeq 5 \times 10^{-3} \sqrt{\lambda}$ millimeters for an aluminum shell with $\lambda$ being the wavelength variable of $H^{\text {in }}$ and measured in meters. For $\delta<\Delta$ the wall is said to be electrically thick and the attenuation and reflection losses in the wall account for a great deal of shielding. For $\delta>\Delta$ the wall is electrically thin and the shielding comes entirely from the eddy-current distribution in the wall, while the attenuaiion and reflection losses become irrelevant. This implies that for an electrically thin shell the geometrical shape of the enclosure is critical [4]. If one uses the above typical values, the dividing point $\delta=\Delta$ corresponds to $\lambda \simeq$ tens of kllometers (or $f \simeq$ tens of $k H z$ ); that is to say, for $\lambda>$ tens of km (or $\mathrm{f}<$ tens of kHz ) diffusive penetration will become important and if the planar-shield approximation to enclosure geometry is used, shielding effectiveness can be overestimated by as much as 5 orders of magnitude or 100 dB [28].

### 2.3.2.2.2 Simple-Shaped Enclosures

There are three canonical shapes of enclosure that have engaged the attention of many investigators in the past, namely, two parallel plates [5,29], an infinite circular cylindrical shell [5,30,31], and a spherical shell [5,31-33]. For these geometries the penetrant cavity field takes an extremely simple analytical form under the assumption that displacement currents are neglected throughout. This assumption has been shown to be sufficiently adequate for treating EMP shielding problems [34]. Other cavity shapes such as a prolate spheroidal shell [35] and a finite hollow cylinder [36] have also been studied but with no simple useful results.

The basic equations to be solved are

$$
\begin{align*}
& \nabla \times \vec{F}(\vec{r}, s)=-s \vec{B}(\vec{r}, s)  \tag{42}\\
& \nabla \times \vec{H}(\vec{r}, s)= \begin{cases}\sigma \vec{E}(\vec{r}, s), & \text { inside she11 } \\
0, & \text { outside shell }\end{cases} \tag{43}
\end{align*}
$$

with the usual boundary conditions that tangential $\vec{E}$ and $\vec{H}$ be continuous across the air-shell interfaces (see Fig. 33). The constitutive relation between $\vec{H}$ and $\vec{B}$ is

$$
\vec{B}= \begin{cases}\mu \vec{H}, & \text { inside shell }  \tag{44}\\ \mu_{0} \vec{H}, & \text { outside shell }\end{cases}
$$

## a. Frequency-Domain Solution

Define the transfer function $T_{m}$ as

$$
\begin{equation*}
T_{m}(s)=\frac{H^{i n}(s)}{H^{e x}(s)}=\frac{\text { magnetic field inside cavity }}{\text { magnetic Eield in the absence of shield }} \tag{45}
\end{equation*}
$$

In what follows, $H^{e x}$ is taken to be uniform. We will use $T_{p}$ for two parallel plates (Fig. 34a), $\mathrm{T}_{\mathrm{c}}^{(\mathrm{l})}$ for a cylindrical she11 with a longitudinal $H^{e x}$ (Fig. 34b), $\mathrm{T}_{\mathrm{c}}(\mathrm{t})$ for a cylindrical shell with a transverse $H^{\text {ex }}$ (Fig. 34c) and, finally, $T_{s}$ for a spherical shell (Fig. 34d). Solving (42) and (43) for these geometries one obtains [28]

$$
\begin{align*}
& T_{p}(p)=\frac{1}{\cosh p+K p \sinh p}  \tag{46}\\
& T_{c}^{(\ell)}(p)=\frac{1}{\cosh p+\frac{1}{2} K p \sinh p}  \tag{47}\\
& T_{c}^{(t)}(p)=\frac{1}{\cosh p+\frac{1}{2}\left(K_{p}+\frac{1}{K p}\right) \sinh p} \tag{48}
\end{align*}
$$

$$
\begin{equation*}
T_{s}(p)=\frac{1}{\cosh p+\frac{1}{3}\left(K_{p}+\frac{2}{K p}\right) \sinh p} \tag{49}
\end{equation*}
$$

where

$$
\begin{array}{ll}
K=\frac{\mu_{o} a}{\mu \Delta}, & p=\sqrt{s \tau}{ }_{d}  \tag{50}\\
\tau_{d}=\mu \sigma \Delta^{2}, & s=j \omega=j 2 \pi f
\end{array}
$$

(a)


(b)
(c)

Fig. 34. (a) Two parallel plates, (b) a cylindrical shell with longitudinal $H^{e x}$, (c) a cylindrical shell with transverse $H^{e x}$, and (d) a spherical shell. All cavity walls have thickness $\Delta$, conductivity $\sigma$, and permeability $\mu$.

For non-ferrous shells, such as aluminum or titanium shells, $K \gg 1$ since the linear dimension of a typical cavity is several orders of magnitude larger than the wall thickness. In this case, (48) and (49) are simplified to

$$
\begin{align*}
T_{c} & \equiv T_{c}^{(t)} \simeq T_{c}^{(\ell)} \\
& =\frac{1}{\cosh p+\frac{1}{2} K p \sinh p}  \tag{51}\\
T_{s} & \simeq \frac{1}{\cosh p+\frac{1}{3} K p \sinh p} \tag{52}
\end{align*}
$$

The transfer functions $T_{p}, T_{c}$ and $T_{s}$ as given by (46), (51) and (52) are plotted in Fig. 35a for several values of $K$. They are again plotted in Fig. 35b in units of decibels in order to exhibit their "break points" and asymptotes.

For electrically thin shells ( $\delta \gg \Delta$ ), (46), (51) and (52) are reduced to the simple forms

$$
\begin{align*}
& T_{p}(s)+\frac{1}{1+8 \mu_{0} \sigma \Delta a}  \tag{53}\\
& T_{c}(s) \rightarrow \frac{1}{1+s \mu_{0} \sigma \Delta a / 2}  \tag{54}\\
& T_{s}(s) \rightarrow \frac{1}{1+s \mu_{0} \sigma \Delta a / 3} \tag{55}
\end{align*}
$$

each of which has only one break point, i.e., the first break point in Fig. 35b. This break point is directly related to the decay constant of the late-time behavior of the interior pulse.

For electrically thick shells, i.e., $\delta \ll \Delta$, (46), (51) and (52) give


$$
\begin{align*}
& T_{p}(s) \rightarrow \frac{2 \mu \Delta}{\mu_{0}{ }^{a}} \frac{e^{-\sqrt{s \tau_{d}}}}{\sqrt{s \tau_{d}}} \\
& T_{i}(s)+\frac{4 \mu \Delta}{\mu_{0} a} \frac{e^{-\sqrt{s \tau_{d}}}}{\sqrt{s \tau_{d}}}  \tag{57}\\
& T_{s}(s) \rightarrow \frac{6 \mu \Delta}{\mu_{o} a} \frac{e^{-\sqrt{s \tau_{d}}}}{\sqrt{s \tau_{d}}} \tag{58}
\end{align*}
$$

Formulas (46) - (52) are valid for frequency $f \ll c /(2 a)$, and $K \gg 1$, $c$ being the vacuum speed of light. When $f \leq c /(16 a)$ and $K \geq 5$ they are accurate to within $5 \%$.

## b. Time-Domain Solution

Since a typical nuclear EMP can be treated as an impulse so far as the penetrant cavity pulse $H^{i n}(t)$ is concerned, one may write for the external pulse (Fig. 33)

$$
\begin{equation*}
H^{e x}(t, x)=H_{0} \delta(t-x / c) \tag{59}
\end{equation*}
$$

where $H_{0}$ is given by the time integral of $H^{e x}$ as indicated in (41). Let the parameter $\xi$ be introduced such that $\xi=\mathrm{K}$ for two parallel plates, $\xi=K / 2$ for a cylindrical shell, and $\xi=K / 3$ for a spherical shell. Then, the transfer functions (46), (51) and (52) can be written in one single formula

$$
\begin{equation*}
T_{m}(s)=\frac{H^{\ln }(s)}{H_{0}}=\frac{1}{\cosh p+\xi p \sinh p}, \quad\left(p=\sqrt{s \tau_{d}}\right) \tag{60}
\end{equation*}
$$

and the time history of the cavity field $H^{i n}(t)$ is then given by

$$
\begin{equation*}
H^{i n}(t)=\frac{H_{o}}{2 \pi j} \int_{-j \infty+\Omega}^{j \infty+\Omega} \frac{e^{s t} d s}{\cosh p+\xi p \sinh p} \tag{61}
\end{equation*}
$$

This Laplace integral can be expressed in terms of an infinite series for computational purposes and the result is given in Fig. 36 for various values of $\xi[28]$.

The early-time approximation of (61) is given by [28]

$$
\begin{equation*}
H^{i n}(t)=\frac{2 H_{0}}{\sqrt{\pi} \xi_{d} \tau_{d}} \sqrt{\frac{\tau_{d}}{t}} e^{-\tau_{d} /(4 t)}, \quad \text { for } t / \tau_{d} \leq 0.1 \tag{62}
\end{equation*}
$$



Fig. 36. Time variations of the penetrant EMP for various values of $\xi$.
whereas the intermediate and late-time approximation of (61) is

$$
\begin{equation*}
H^{\operatorname{in}}(t)=\frac{H_{0}}{\xi \tau_{d}}\left[e^{-\xi^{-1} t / \tau_{d}}-2 e^{-\pi^{2} t / \tau_{d}}+2 e^{-4 \pi^{2} t / \tau_{d}}\right], \text { for } t / \tau_{d} \geq 0.1 \tag{63}
\end{equation*}
$$

Since $\xi^{-1} \ll \pi^{2}$, the second and third exponentials can be dropped for $t \geq \tau_{d}$. The approximations (62) and (63) are plotted in Fig. 37 with the exact solution for $\xi \geq 100$. These two approximate formulas together describe the entire time history of the cavity field to a $0.1 \%$ accuracy.


Fig. 37. Approximate and exact solutions for a penetrant EMP for $\xi \geq 100$.

Formulas (62) and (63) are valid for (i) $\xi \gg 1$ (physically thin shells), (i1) $t>\tau_{a}$ (observation time is greater than the transit time across the cavity which varies from a few to tens of nanoseconds), and (iii) $\tau_{d} \gg r_{0}$ (the diffusion time across the wall is much greater than the EMP pulse width; typically, $\tau_{d} \simeq$ tens of microseconds and $\tau_{0}{ }^{2}$ hundreds of nenoseconds). When these three assumptions are met, formulas (62) and (63) describe the time history of the penetrant pulse to a 0.1\% accuracy.

### 2.3.2.2.3 Arbitrarily Shaped Tinclosures

Formulas (60), (62) and (63) can be readily generalized to an arbitrarily shaped enclosure if the parameter $\xi$ can be expressed in terms of the global quantities of the geometry of the enclosure, such as the volume $V$ and the surface area $S$ of the enclosure. Indeed, one can write [28]

$$
\begin{equation*}
\xi=\frac{1}{\mu_{r}} \frac{V}{S \Delta} \tag{64}
\end{equation*}
$$

whera $\mu_{r}$ is the relative permeability and $\Delta$ the thickness of the wall. Define (see Fig. 33)

$$
\begin{aligned}
& \mathrm{R}=1 /(\sigma \Delta)=\text { dc wall resistance } \\
& L=\mu_{0} \mathrm{~V} / \mathrm{S}=\text { cavity inductance } \\
& \tau_{\mathrm{f}}=L / \mathrm{R}=\text { fall time } \\
& \tau_{\mathrm{d}}=\mu \sigma \Delta^{2}=\text { diffusion time }
\end{aligned}
$$

Then, $\xi$ can be rewritten as

$$
\begin{equation*}
\xi=\frac{L}{R \tau_{d}}=\frac{\tau_{f}}{\tau_{d}} \tag{65}
\end{equation*}
$$

With $\xi$ interpreted as (64) or (65), formulas (60), (62) and (63) can readily be applied to enclosures of any shape provided that the assumptions of the preceding section are satisfied. Table 2 summarizes
the important parameters of the interior cavity pulse $H^{i n}(t)$, where $\dot{H}^{\text {in }}$ (peak) means the peak value of the time derivative of $H^{\text {in }}(t)$.

TABLE 2. QUANTITIES CHARACTERIZING THE PENETRANT PULSE $H^{\text {in }}(t)$

| $\mathrm{H}^{\text {in }}$ (peak) | $\dot{H}^{\text {in }}$ (peak) | Rise Time <br> $(10-90 \%)$ | Decay Time <br> $(1 / \mathrm{e})$ |
| :---: | :---: | :---: | :---: |
| $\frac{\mathrm{RH}}{\mathrm{L}}$ | $\frac{6 R{ }_{o}}{\mathrm{~L}_{\mathrm{o}}}$ | $\frac{{ }^{\tau_{d}}}{4}$ | $\frac{\mathrm{~L}}{\mathrm{R}}$ |

### 2.3.2.2.4 Enclosures With Other Wall Materials

There are cavities whose walls are made of high- $\mu$ metals. Typical values of the relative permeability $\mu_{r}$ are $10^{3}-10^{4}$. For these types of cavities one must resort to ( $46-49$ ), the inverse Laplace transform of which gives [28], by the method of residues, the penetrant cavity pulse shown in Fig. 38.

There are also cavities with walls made of ferromagnetic material whose $\mu$ is a function of the exciting field, or advanced composite material whose conductivity is a tensor. Cavities with these types of wall materials have received almost no attention, although EMP penetration through a single slab has been investigated [28, 37-38]. However, shiclding by a single slab is not in general the same as shielding by an enclosure against low-frequency magnetic field. Fig. 39 shows an example from which one can see that a single slab is 6 orders of magnitude (or 120 dB ) more effective in shielding than a spherical enclosure of 3 -meter radius and of the same wall material and thickness as the slab.

### 2.3.3 PENETRATION

The cavity fields discussed in Sec. 2.3 .2 are created by the couping sources described in Sec. 2.3.1. These fields may in tirn penetrate through


Fig. 38. Effect of geometry on enclosure response. $\xi=K$ for two parallel plates, $\xi=K / 2$ for cylindrical shell, $\xi=K / 3$ for spherical shell.


Fig. 3y. Single-plate and enclosure transfer function versus frequency, where $\Gamma_{\mathrm{m}}$ is defined by (45).
the next, layer into an interior region oi, for example, an aircraft via the three different types of penetration treated in Scc. 2.1.3, namely, the deliberate penetration via antennas, the inadvertent penetration via aper. tures, and the diffusive penetration through conductive walls. These penetration suurces are illustrated in Fig. 40 and tabulated in table 3. The various symbols in table 3 are defined as follows:
$\vec{E}_{c}, \vec{H}_{c}=$ cavity electric and magnetic fields (see Sec. 2.3.2)
$\vec{h}_{\text {ef }}, \overrightarrow{\mathrm{A}}_{\text {ef }}=$ effective height and effective area (see Sec. 2.1.3.1)
$\vec{\ell}_{e q}, \vec{A}_{e q}=$ equivalent length and equivalent area (see Sec. 2.1.3.1)
$Z_{i n}, Y_{i n}=$ input impedance and admittance (see Sec. 2.1.3.1) $\stackrel{\leftrightarrow}{\alpha_{e}}, \stackrel{\leftrightarrow}{\alpha_{m}}=$ electric and magnetic polarizabilities defined with a ground plane (see Secs. 1.4.1.4 and 2.1.3.2)
$\overleftrightarrow{T}_{c m}, \overleftrightarrow{T}_{c e}=$ magnetic and electric current transfer functions (see Sec. 2.1.3.3)
$V_{o c}, I_{s c}=$ open-circuit voltage and short-circuit current at the antenna's terminals (see Sec. 2.1.3.1)
$\overrightarrow{\mathrm{p}}, \overrightarrow{\mathrm{m}}=$ electric and magnetic dipoles (see Sec. 2.1.3.2)
$\vec{j}_{e q}, \vec{j}_{m, e q}=$ equivalent electric and magnetic surface currents (see Sec. 2.1.3.3)


Fig. 40. Three tspes of penetration sources.

TABLE 3. PENETRATION SOURCES

| Penetration | Excitation | Transfer Function | Penetration Source |
| :---: | :---: | :---: | :---: |
| Antenna | $\vec{E}_{c}, \vec{H}_{c}$ | $\begin{gathered} \vec{h}_{e f}, \vec{A}_{e f}, \vec{l}_{e q}, \vec{A}_{e q} \\ z_{i n}, Y_{i n} \end{gathered}$ | $\mathrm{V}_{\mathrm{oc}}, \mathrm{I}_{\mathrm{sc}}$ |
| Aperture | $\mathrm{E}_{\mathrm{c}}, \mathrm{H}_{c}$ | $\stackrel{\leftrightarrow}{e}_{e}, \leftrightarrow_{m}$ | $\overrightarrow{\mathrm{p}}$, $\overrightarrow{\mathrm{m}}$ |
| Conductive Wall | $\vec{E}_{c}, \vec{H}_{c}$ | $\stackrel{T}{\mathrm{~T}}_{\mathrm{ce}}, \stackrel{\leftrightarrow}{\mathrm{~T}}_{\mathrm{cm}}$ | $\vec{j}_{e q}, \vec{j}_{m, e q}$ |

The penetration sources in the third column of table 3 can be obtained by multiplying the appropriate excitation in the first column by the appropriate transfer function in the second column. It must be remembered that the transfer functions discussed previously are calculated on the assumption of an infinite ground plane, and hence, they do not contain the characteristics of the cavity. The properties of the cavity, however, show up in the excitation fields $\vec{E}_{c}, \vec{H}_{c}$.
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Engineering formulas and data describing the interaction of EMPinduced fields with cables are presented in this chapter. The cable interior usually represents the final shielded rolume of a given shield topology; the cable guides electromagnetic energy from its penetration point (s) to the load which terminates it. The formulation of the differential equations governing the behavior of the currents and voltages on transmission lines has been described in Sec. 1.3.2. The parameters entering these equations and the solution of the transmission-ifne equations are given in this chapter.

Two distinct types of cable configurations conmonly occur in this interaction problem: shielded cables, which are treated in Sec. 2.4.1, and unshielded or open cables, which are treated in Sec. 2.4.2.

### 2.4.1 SHIELDED CABLES

A shielded cable comprises one or more conductors within a cylindrical conducting shell which serves to shield the inner conductor (s) from the effects of external fields, in addition to serving as a return conductor. When there is only a single conductor within the shield and coaxial with it, the cable is a coaxial cable. When there are two or more conductors within the shield, the cable is referced to as a shielded multiconductor cable.

Engineering data and formulas are readily available for coaxial cables but exceedingly sparse for shielded multiconductor cables. Accordingly, most of this section deals only with coaxial cables. Available data and formulas for shielded multiconductor cables apply only to the propagation problem for such cables, and the penetration problem is formally identical to that for open transmission lines (see Sec. 2.4.2). The coupling problem for shielded multiconductor cables has not been extensively studied.

### 2.4.1.1 Coupling to Coaxial Cables

The source terms in the transmission-1ine equations for coaxial cables are presented in the following two sections. In Sec. 2.4.1.1.1 the source terms for distıibuted coupling are given; source terms for discrete coupling are given in Sec. 2.4.1.1.2.

### 2.4.1.1.1 Distributed Voltage and Current Sources per Unit Length

The distributed voltage and current source terms in the s-domain transmission-line equations (117) of Chap. 1.3 are respectively $V^{\prime}{ }^{(s)}(\pi, B)$ and $I^{\prime}(s)(z, s)$. For coaxial cables these source quantities are related to the total cable current $I_{t}(z, s)$ (the algebraic sum of the currents carried by the center conductor and the shield) and the total charge per unit length $Q_{t}^{\prime}(z, s)$ by

$$
\begin{align*}
& V^{\prime(s)}(z, s)=Z_{T}^{\prime}(s) I_{t}(z, s)  \tag{1}\\
& I^{\prime(s)}(z, s)=\Omega_{T}(s) Q_{t}^{\prime}(z, s) \tag{2}
\end{align*}
$$

In which $Z_{T}^{\prime}(s)$ is the shield transfer impedance per unit length and $\Omega_{T}(s)$ is the charge transfer frequency. $I_{t}$ and $Q_{t}^{\prime}$ are related by equation

$$
\begin{equation*}
\frac{d I_{t}(z, s)}{d z}+s Q_{t}^{\prime}(z, s)=0 \tag{3}
\end{equation*}
$$

Additional source terms associated with direct coupling to the external field exist for eccentrically shfelded "coaxial" cables and multiconductor cables in general. These terms do not occur in a truly coaxial cables [1,2].

The parameters $Z_{T}^{\prime}(s)$ and $\Omega_{T}(s)$ for tubular, braided, and tapehelical cable shields are discussed in the frllowing.

## a. Tubular Cable Shields

A tubular cable shield is a cylindrical shell of conducting material. The inner and outer radil are denoted by $b$ and $c$ respectively,
the shell＇s thickness is $d=c-b$ ，and $\sigma$ denotes the conductivity of the shield material，which is assumed to be non－ferromagnetic．For such a shield，the transfer impedance $\mathrm{Z}_{\mathrm{T}}^{\prime}$ has been given by（35）of Chap．2．2， and the charge transfer frequency $\Omega_{T}=0$ ．In practical shields $\mathrm{b} / \mathrm{d} \gg 1$ and $c / d \gg 1$ ．An accurate approximate expression for $Z_{T}^{\prime}$ under these conditions has been given by（37）of Chap． 2.2 and is repeated here for easy reference

$$
\begin{align*}
& \mathrm{Z}_{\mathrm{T}}^{\prime}(\mathrm{s}) \simeq \mathrm{R}_{\mathrm{dc}}^{\prime} \sqrt{s \tau_{d}} \operatorname{csch\sqrt {s\tau }} \mathrm{~d}  \tag{4}\\
& \mathrm{R}_{\mathrm{dc}}^{\prime} \simeq \frac{1}{2 \pi \sigma d \sqrt{b c}} \simeq \frac{1}{2 \pi \sigma b d} \tag{5}
\end{align*}
$$

where $r_{d}=\mu_{0} \sigma d^{2}$ ．Curves of the magnitude and phase of $Z_{T}^{\prime} / R_{d c}^{\prime}$ as functions of normalized frequency $f \tau_{d}$ are shown plotted on different scales in Fig．1．A linear－scale plot can be found in Fig． 21 of Chap．2．2．When $f \tau_{d} \gg 1$ ，accurate approximate expressions for the magnitude and phase of $Z_{T}^{\prime} / R_{d c}^{\prime}$ are

$$
\begin{align*}
& \left|z_{\mathrm{T}}^{\prime} / R_{d c}^{\prime}\right| \approx 2 \sqrt{2 \pi f \tau_{d}} \exp \left(-\sqrt{\pi f \tau_{d}}\right)  \tag{6}\\
& \arg \left[Z_{\mathrm{T}}^{\prime} / R_{\mathrm{d}}^{\prime}\right] \approx \frac{\pi}{4}-\sqrt{\pi f \tau_{d}} \tag{7}
\end{align*}
$$

The relative error in the expressions（4）and（5）is approximately $50 \mathrm{~d} / \mathrm{b} \%$ over the EMP frequency spectrum．When $\mathrm{fr}_{\mathrm{d}}>4$ the approximate expressions given in（6）and（7）are accurate to within 0．1\％．

## b．Braided Cable Shields

A braided shield is shown in Fig．2．The radius of the ghield is $b$ and the pitch angle of the woven braid is $\psi$ ．The dimension of each of the braid apertures in the direction parallel to the cable axis is $\delta$ and the circumferential separation between apertureo at constant axial position is $w=4 \pi b / N$ ，where $N$ is the number of carriers（bands of shield wires）in the braid（in Fig．2，$N=8$ ）．


Fig. 1. Magnitude and phase of $Z_{T}^{\prime} / R_{d c}^{\prime}$ versus $f \tau_{d}$ for tubular shields.

The source coefficients $Z_{T}^{\prime}$ and $\Omega_{T}$ for braided cable shields are given by [3-5]

$$
\begin{align*}
& Z_{T}^{\prime}(s)=Z_{T d}^{\prime}(s)+s L_{T}^{\prime}  \tag{8}\\
& \Omega_{T}(s)=-s C^{\prime} / C_{T}^{\prime} \tag{9}
\end{align*}
$$

in which $Z_{T d}^{\prime}$ is the diffusion contribution to $Z_{T}^{\prime}, L_{T}^{\prime \prime}$ is the transfer inductance per unit length, $C$ ' is the capacitance per unit length between the center conductor of the cable and the shield, and $C_{T}^{\prime}$ is the transfer capacitance per unit length.
(a)

(b)


Fig. 2. (a) A braided shield, (b) developed surface.

The diffusion teru $Z_{\text {Td }}^{\prime}$ is given by (sec Eq. (4))

$$
\begin{equation*}
Z_{T d}^{\prime}(s)=R_{b}^{\prime} \sqrt{s \tau}_{d} \operatorname{csch} \sqrt{s \tau_{d}} \tag{10}
\end{equation*}
$$

In which $R_{b}^{\prime}$ denotes the shield de resistance per unit length of the braid

$$
\begin{equation*}
R_{b}^{\prime}=\frac{1}{2 \pi \sigma b d K} \tag{11}
\end{equation*}
$$

where $\sigma$ is the conductivity of the braid material, $d$ is the shield thickness (typically taken equal to the diameter of the shield wires), and $K$ is the optical coverage of the braid, d.e., the fraction of the
total shield erea covered by the shield conductors. Curves of the magnitude and phase of $Z_{T d}^{\prime} / R_{b}^{\prime}$ are shown in Fig. 1 .

The trausfer inductance per unit length $L_{T}^{\prime}$ may be expressed in terms of $N, K$, and $\psi$ as follows [4]:

$$
\begin{equation*}
L_{T}^{\prime}=\frac{2 \mu_{0}}{N} \frac{(1-K)^{3 / 2} \bar{a}_{m}(\psi) \cos \psi}{4+(1-K)^{3 / 2} \alpha_{m}(\psi) \Sigma_{h}(\psi) \cos ^{3} \psi \csc 2 \psi} \tag{12}
\end{equation*}
$$

in which $\bar{\alpha}_{m}(\psi)$ is a normalized magnetic polarizability of the shield apertures and $\Sigma_{h}(\psi)$ is an interaction sum which accounts for the effects of neighboring apertures in the shield. $\bar{a}_{m}(\psi)$ is related to the magnetic polarizability $\alpha_{m}(\psi)$ of an isolated aperture by

$$
\begin{equation*}
\alpha_{m}(\psi)=\left(\frac{\delta}{2}\right)^{3} \frac{\sin ^{2} \psi}{\cos \psi} \bar{\alpha}_{m}(\psi) \tag{13}
\end{equation*}
$$

$\bar{\alpha}_{m}(\psi)$ and $\cos ^{3} \psi \Sigma_{h}(\psi)$ are tabulated in table 1 and shown plotted as functions of $\psi$ in Figs. 3 and 4. The transfer inductance per unit length $L_{\text {' }}^{\prime}$ may also be written in the abbreviated form

$$
\begin{equation*}
L_{T}^{\prime}=\frac{\mu_{0}}{2 N} g\left[(1-K)^{3 / 2}, \psi\right] \tag{14}
\end{equation*}
$$

The function $g\left[(1-K)^{3 / 2}, \psi\right]$ is given in tabular form in table 2.
The transfer capacitance per unit length $C_{T}^{\prime}$ is conveniently expressed as [4]

$$
\begin{equation*}
\frac{1}{C_{T}^{\prime}}=\frac{2}{N \varepsilon} \frac{f_{d}(1-K)^{3 / 2} \bar{\alpha}_{e}(\psi) \cos \psi}{4+f_{d}(1-K)^{3 / 2} \bar{\alpha}_{e}(\psi) \Sigma_{e}(\psi) \cos ^{3} \psi \csc 2 \psi} \tag{15}
\end{equation*}
$$

in which $\bar{\alpha}_{e}(\psi)$ is a nurmalized electric polarizability of the shield apertures and $\Sigma_{e}(\psi)$ is an interaction sum which accounts for the effects

TABLE 1. $\bar{\alpha}_{m}(\psi)$ AND $\cos ^{3} \psi \Sigma_{h}(\psi)$ FOR DIAMOND-SHAPED APERTURES

| $\psi$ (Degrees) | $\bar{\alpha}_{m}(\psi)$ | $\cos ^{3} \psi \Sigma_{h}(\psi)$ |
| :---: | :---: | :---: |
| 0 | 0.524 | -1.531 |
| 5 | 0.533 | -1.511 |
| 10 | 0.552 | -1.456 |
| 15 | 0.582 | -1.370 |
| 20 | 0.619 | -1.264 |
| 25 | 0.665 | -1.166 |
| 30 | 0.725 | -1.123 |
| 35 | 0.805 | -1.167 |
| 40 | 0.907 | -1.286 |
| 45 | 1.041 | -1.420 |



Fig. 3. $\bar{\alpha}_{m}(\psi)$ versus $\psi$.


Fig. 4. $-\cos ^{3} \psi \Sigma_{h}(\psi)$ versus $\psi$.

$$
\text { TABLE 2. } \quad 8\left[(1-K)^{3 / 2}, \psi\right]
$$

| $\psi(1-k)^{3 / 2}$ | 0.01 | 0.02 | 0.03 | 0.04 | 0.05 |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\left(\times 10^{-2}\right)$ |  |  |  |  |
| $5^{\circ}$ | 0.539 | 1.091 | 1.657 | 2.236 | 2.829 |
| $10^{\circ}$ | 0.555 | 1.117 | 1.686 | 2.261 | 2.344 |
| $15^{\circ}$ | 0.584 | 1.173 | 1.767 | 2.366 | 2.969 |
| $20^{\circ}$ | 0.621 | 1.246 | 1.874 | 2.507 | 3.143 |
| $25^{\circ}$ | 0.667 | 1.337 | 2.010 | 2.687 | 3.368 |
| $30^{\circ}$ | 0.727 | 1.457 | 2.190 | 2.928 | 3.668 |
| $35^{\circ}$ | 0.807 | 1.618 | 2.433 | 3.253 | 4.076 |
| $40^{\circ}$ | 0.910 | 1.825 | 2.745 | 3.671 | 4.603 |
| $45^{\circ}$ | 1.045 | 2.098 | 3.158 | 4.226 | 5.303 |

of neighboring apertures in the shield. $\bar{\alpha}_{e}(\psi)$ is related to the electric polarizability $\alpha_{e}(\psi)$ of an isolated aperture by

$$
\begin{equation*}
\alpha_{e}(\psi)=\left(\frac{\delta}{2}\right)^{3} \frac{\sin ^{2} \psi}{\cos \psi} \bar{\alpha}_{e}(\psi) \tag{16}
\end{equation*}
$$

The permittivity of the dielectric bet ween the center conductor and the shield is $\varepsilon$. The factor $f_{d}$ depends on $\varepsilon$ and upon the permittivity and thickness of the cable's dielectric outer jacket. For practical cables, $f_{d}$ is given by [6]


The permittivity of the cable jacket ic denoted by $\varepsilon_{j}$.
$\bar{\alpha}_{e}(\psi)$ and $\operatorname{cns}^{3} \psi \Sigma_{e}(\psi)$ are tabulated in table 3 and shown plotted as functions of $\psi$ in Figs. 5 and 6. The transfer capacitance per unit length $C_{T}^{\prime}$ may also be written in the abbreviated form

$$
\begin{equation*}
\frac{1}{\mathrm{C}_{\mathrm{T}}^{1}}=\frac{1}{2 \mathrm{~N} \varepsilon} \mathrm{~h}\left[(1-\mathrm{K})^{3 / 2} \mathrm{f}_{\mathrm{d}}, \psi\right] \tag{18}
\end{equation*}
$$

The function $h\left[(1-K)^{3 / 2} f_{d}, \psi\right]$ is taivulated in table 4. Thus the charge transfer frequency is, according to (9),

$$
\begin{equation*}
\Omega_{T}(s)=\frac{-\pi s}{N \ln (b / a)} h\left[(1-K)^{3 / 2} f_{d}, \psi\right] \tag{19}
\end{equation*}
$$

where $C^{\prime}=2 \pi \varepsilon / \ln (b / a)$ has been used (see Sec. 2.4.1.2.1), ard where a denotes the radius of the center conductor of the coaxial cable.

The expressions given in (10) and (11) are accurate within approximately $50 \mathrm{~d} / \mathrm{b} \%$ for a "perforated conducting tube" model of the braid. The expressions in (12) and (15) are based upon the assumption that the aperture separation is small in comparison to the shield radius, so that a planar model of the cylindrical shields can be used for analysis. It is estimated that for commonly encountered braid shiclds these results are accurate within $10 \%$.

## c. Tape-Helix Cable Shields

A tape-helical cable shield is shown in Fig. 7. The shield has radius $b$, thickness $d(d \ll b)$, and pitch angle $\psi$. The width of the gap between tapes is denoted by $w$. The number of separate helical conductors in the shield is $M$ (in Fig. $7, M=2$ ).

The source coefficients $Z_{T}^{\prime}$ and $\tilde{\Omega}_{T}$ are given by $[7,8]$

$$
\begin{align*}
& Z_{T}^{\prime}(s)=Z_{T d}^{\prime}(s)+s L_{T}^{\prime}  \tag{20}\\
& \Omega_{T}(s)=-s C^{\prime} / C_{T}^{\prime} \tag{21}
\end{align*}
$$

table 3. $\bar{\alpha}_{e}(\psi)$ and $\cos ^{3} \psi \Sigma_{e}(\psi)$ For diamond-Shaped apertures

| $\psi$ (Degrees) | $\bar{\alpha}_{e}(\psi)$ | $\cos ^{3} \psi \Sigma_{e}(\psi)$ |
| :---: | :---: | :---: |
| 0 | 0.524 | 0.765 |
| 5 | 0.516 | 0.820 |
| 10 | 0.504 | 0.980 |
| 15 | 0.492 | 1.232 |
| 20 | 0.481 | 1.555 |
| 25 | 0.472 | 1.919 |
| 30 | 0.464 | 2.281 |
| 35 | 0.459 | 2.591 |
| 40 | 0.456 | 2.801 |
| 45 | 0.455 | 2.875 |



Fig. 5. $\bar{\alpha}_{e}(\psi)$ versus $\psi$.


Fig. 6. $\cos ^{3} \psi \Sigma_{e}(\psi)$ versus $\psi$.

TABLE 4. $\mathrm{h}\left[(1-\mathrm{K})^{3 / 2} \mathrm{f}_{\mathrm{d}}, \psi\right]$

| $(1-\mathrm{K})^{3 / 2} \mathrm{f}_{\mathrm{d}}$ | 0.01 | 0.02 | 0.03 | 0.04 | 0.05 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\left(\times 10^{-2}\right)$ |  |  |  |  |
|  | $5^{\circ}$ | 0.521 | 1.036 | 1.545 | 2.049 |  |
| $10^{\circ}$ | 0.502 | 1.001 | 1.496 | 1.987 | 2.4775 |  |
| $15^{\circ}$ | 0.491 | 0.987 | 1.463 | 1.944 | 2.423 |  |
| $20^{\circ}$ | 0.480 | 0.956 | 1.431 | 1.902 | 2.371 |  |
| $25^{\circ}$ | 0.471 | 0.939 | 1.404 | 1.866 | 2.326 |  |
| $30^{\circ}$ | 0.463 | 0.922 | 1.379 | 1.834 | 2.285 |  |
| $35^{\circ}$ | 0.458 | 0.912 | 1.364 | 1.813 | 2.259 |  |
| $40^{\circ}$ | 0.455 | 0.906 | 1.355 | 1.801 | 2.244 |  |
| $45^{\circ}$ | 0.454 | 0.904 | 1.352 | 1.796 | 2.238 |  |

in which $Z_{T d}^{\prime}$ is the diffusion contribution to $Z_{T}^{\prime}$, $L_{T}^{\prime}$ is the transfer inductance per unit length, $C^{\prime}$ is the capacitance per unit length vetween the center conductor and the sh1eld, and $C_{T}^{\prime}$ is the transfer capacitance per unit length.

The diffusion term $Z_{\text {Td }}^{\prime}$ is given by

$$
\begin{equation*}
Z_{T d}^{\prime}(s)=R_{d c}^{\prime} \sqrt{s \tau}_{d} \operatorname{csch} \sqrt{s \tau_{d}}\left[1+\tan ^{2} \psi \cosh \sqrt{s \tau} d\right] \tag{22}
\end{equation*}
$$

Curves of the magnitude and phase of $\mathrm{Z}_{\mathrm{Td}}^{\prime} / \mathrm{R}_{\mathrm{dc}}^{\prime}$ are given in Fig. 8 for various values of $\psi$. When $f \tau_{d} \gg 1$ and $\psi>0$, accurate approximate expressions for $Z_{T d}^{\prime} / R_{d c}^{\prime}$ are

$$
\begin{align*}
& \left|Z_{\mathrm{Td}}^{\prime} / R_{d c}^{\prime}\right| \propto \sqrt{2 \pi f \tau_{d}} \tan ^{2} \psi  \tag{23}\\
& \arg \left[Z_{\mathrm{Td}}^{\prime} / R_{d c}^{\prime}\right] \propto \pi / 4 \tag{24}
\end{align*}
$$

When $\psi=0$, (6) and (7) may be used.


Fig. 7. (a) A tape-helical shield, (b) developed surface.

The transfer inductance per unit length $L_{T}^{\prime}$ is expressed as

$$
\begin{equation*}
L_{T}^{\prime}=\frac{\mu_{0}}{4 \pi}\left[\left(1-a^{2} / b^{2}\right) \tan ^{2} \psi+\frac{1}{M}(w / 4 b)^{2} \sec \psi\right] \tag{25}
\end{equation*}
$$

where a denotes the radius of the center conductor of the coaxial cable. When $\psi>0$ and $w / 4 b \ll 1$, the first term in the square brackets in (25) is much iarger than the second term. This is the situation most commonly encountered in practice.


Fig. 8. Magnitude and phase of $Z_{T d}^{\prime} / R_{d c}^{\prime}$ versus $f \tau_{d}$ for tape-helical shields; $\psi=20^{\circ}, 40^{\circ}, 60^{\circ}$.

The quantity $1 / C_{T}^{\prime}$ is given by

$$
\begin{equation*}
\frac{1}{C_{T}^{\top}}=\frac{f_{d}}{4 \pi \in M}(w / 4 b)^{2} \sec \psi \tag{26}
\end{equation*}
$$

where $\varepsilon$ is the permittivity of the dielectric between the center conductor and the shield, and $f_{d}$ is the factor defined in (17). The charge transfer frequency $\Omega_{T}$ is given by

$$
\begin{equation*}
\Omega_{T}(s) \approx \frac{-s}{\ln (b / a)}(w / 4 b)^{2} \frac{\varepsilon \sec \psi}{\varepsilon+\varepsilon_{0}} \tag{27}
\end{equation*}
$$

for a helical shield with $M=1$ and without an outer dielectric facket.

The result in (22) is analytically exact when $d \rightarrow 0$ and the gap width $w \rightarrow 0$. Typically $w$ is very small and the error is negligible. The most important contribution to $L_{T}^{\prime}$ comes from the first term in square brackets in (25). The first term represents the contribution to $Z_{T}^{\prime}$ due to the circumferential currents in the shield. That term is analytically exact under the assumption that the current density is uniform across the tape. The remaining contributions to $Z_{T}^{\prime}$ and $\Omega_{T}$ are accurate to within $1 \%$ when $w / 4 b<0.1$.

### 2.4.1.1.2 Discrete Voltage and Current Sources

The discrete voltage and current sources $V^{(B)}\left(z_{0}, B\right)$ and $I^{(s)}\left(z_{0}, B\right)$ due to the presence of an isolated aperture or connector at $z=z_{0}$ are given by [4,9]

$$
\begin{align*}
& V^{(s)}\left(z_{0}, s\right)=\frac{Z^{\prime}(s) Z_{w} \alpha_{m}}{(2 \pi b)^{2} Z_{c}(s)} I_{t}\left(z_{0}, s\right)  \tag{28}\\
& I^{(s)}\left(z_{0}, s\right)=\frac{-s Z_{w}^{\alpha} \alpha_{e}}{(2 \pi b)^{2} Z_{c}(s)} Q_{t}^{\prime}\left(z_{0}, s\right) \tag{29}
\end{align*}
$$

in which $Z$ ' denotes the cable's series impedance per unit length, $Z_{c}$ the characteristic impedance of the line, and $z_{w}=\sqrt{\mu_{0} / \varepsilon}$ the wave impedance of the dielectric material between the center conductor and the shield. The magnetic and electric polarizabilitiea of the aperture are denoted by $\alpha_{m}$ and $\alpha_{e}$ respectively.

The discrete voltage source $\mathrm{V}^{(8)}$ appears, in an incremental transmission-ine circuit model, in series with an impedance $Z_{a}$ given by

$$
\begin{equation*}
Z_{a}(s)=\frac{s Z_{w} \alpha_{m} L^{\prime}}{(2 \pi b)^{2} Z_{c}(s)} \tag{30}
\end{equation*}
$$

where $L$ ' denotes the cable's series inductance per unit length. The discrete current source $I^{(s)}$ appears shunted by an admittance $Y_{a}$, given by

$$
\begin{equation*}
Y_{a}(s)=\frac{-8 Z_{w} \alpha_{e} C^{\prime}}{(2 \pi b)^{2} Z_{c}(s)} \tag{31}
\end{equation*}
$$

in which $C^{\prime}$ denotes the shunt capacitance per unit length of the coaxial cable. When the isolated aperture is used to model a connector, a concact resistance term $R_{\text {a }}$ whose value mast be determined from measurements is added to the right-hand side of (30). An equivalent circuit repreaentation of these diecrete sources and their associated imaittances ia shown in Fig. 9.


Fig. 9. Current and voltage sources and their associated immitances for discrete excitation.

In practice, one may use the ideal values for $Z^{\prime}, Z_{c}, L^{\prime}$, and $C^{\prime}$ (cf. 2.4.1.2) in (28) - (31) to obtain for tubula or braided-shield cablea the following formulas

$$
\begin{align*}
& V^{(s)}\left(z_{0}, s\right)=\frac{s \mu_{0}}{(2 \pi b)^{2}} \alpha_{m} I_{t}\left(z_{0}, s\right)  \tag{32}\\
& I^{(s)}\left(z_{0}, s\right) \approx \frac{-2 \pi s \alpha_{e}}{(2 \pi b)^{2} \ell n(b / a)} Q_{t}^{\prime}\left(z_{0}, s\right) \tag{33}
\end{align*}
$$

$$
\begin{align*}
& Z_{a}(s)=\frac{s \mu_{0}}{(2 \pi b)^{2}} \alpha_{m}  \tag{34}\\
& Y_{a}(s) \approx \frac{-s(2 \pi)^{2} \varepsilon}{(2 \pi b)^{2} \ell n^{2}(b / a)} \alpha_{e} \tag{35}
\end{align*}
$$

For tape-helix shield cables, $V^{(s)}$ and $Z_{a}$ given in (32) and (34) should be multiplied by the factor

$$
\left[1+\frac{\tan ^{2} \psi}{2 \ln (b / a)}\left(1-a^{2} / b^{2}\right)\right]^{1 / 2}
$$

and $I^{(s)}$ and $Y_{a}$ given in (33) and (35) should be divided by this factor. Polarizabilities $\alpha_{e}$ and $\alpha_{m}$ for apertures of varivus shapes are given in Sec. 2.1.3.2.

The results in (28) - (31) are analytically exact for apertures whose dimensions are electrically small. Thus they may be regaided as exact in practice. The expressions in (32) - (35) are as accurate as the approximations used (see Sec, 2.4.1.2).

### 2.4.1.2 Propagation

The total series impedance per unit length 7 ' and the total ahunt admittance per unit length $Y^{\prime}$ for coaxial cables with tubulax, braidedwire, or tape-helical shields and shielded multiconductor cables are presented in 2.4.1.2.1. The solutions of the transmission-line equations are presented in 2.4.1.2.2 for coaxial cables with distributed shield coupling and for coaxial cables excited at an isolated aperture.

### 2.4.1.2.1 Series Impedance and Shunt Admittance per Unit Length

The series impedance per unit length $Z^{\prime}$ for coaxial as well as shielded multiconductor cables contains terms arising from the finite resistance per unit length of the shield and of the conductor or conductors within the shield, and terms arising from the inductance
of the region between the shield and the center conductor or conductors. In well shielded low-loss cables, neglect of the resistive contributions is a standard engineering approximation which leads to conservative estimates of the induced voltages and currents on the cable interior. This approximation is adopted throughout this section. In the following paragraphs, $Z^{\prime}$ and $Y^{\prime}$ are presented for coaxial cables with tubular, braided-wire, and tape-helical shields, as well as for shielded multiconductor cables.
a. $\underline{Z}^{\prime}(s)$ and $Y^{\prime}(s)$ for Tubular-Shielded Coaxial Cables

The internal immittances per unit length $Z^{\prime}$ and $Y^{\prime}$ for a tubularshielded cable are given by [10]

$$
\begin{align*}
& Z^{\prime}(s)=\frac{s \mu_{0}}{2 \pi} \ln (b / a)  \tag{36}\\
& Y^{\prime}(s)=\frac{2 \pi \varepsilon s}{\ln (b / a)} \tag{37}
\end{align*}
$$

when resiative contributions to $Z^{\prime}$ are neglected.

$$
\text { b. } Z^{\prime}(s) \text { and } Y^{\prime}(s) \text { for Braided-Shield Coaxial Cables }
$$

The internal imaitances per unit length $Z^{\prime}$ and $Y^{\prime}$ for a braidedshield cable are given by [2,11]

$$
\begin{align*}
& Z^{\prime}(s)=\frac{s \mu_{o}}{2 \pi} \ln (b / a)+s L_{T}^{\prime}  \tag{38}\\
& Y^{\prime}(s)=\left[\frac{1}{2 \pi \varepsilon s} \ln (b / a)+\frac{1}{s C_{T}^{\prime}}\right]^{-1} \tag{39}
\end{align*}
$$

where $L_{T}^{\prime}$ and $1 / C_{T}^{\prime}$ are given in (12) and (15) respectively. Resistive contributions to $Z^{\prime}$ have been neglected.

If the second terms in the above exprissions are neglected with respect to the first, then (38) and (39) reduce to (36) and (37)
respectively. The relative errors in $Z^{\prime}$ and $Y^{\prime}$ incurred by neglecting the terms in $L_{T}^{\prime}$ and $1 / C_{T}^{\prime}$ are respectively

$$
\frac{\pi g}{N \ln (b / a)} \text { and } \frac{\pi h}{N \ln (b / a)}
$$

where $g$ and $h$ are given in tables 2 and 4 . For typical braided-shield cables, these relative errors are less than $1 \%$.

## c. $\underline{Z}^{\prime}(s)$ and $Y^{\prime}(s)$ for Tape-Helix Shielded Coaxial Cables

The internal immittances per unit length $Z^{\prime}$ and $Y^{\prime}$ for tape-helix shielded cables are given by [8]

$$
\begin{align*}
& Z^{\prime}(s)=\frac{s \mu_{0}}{2 \pi} \ln (b / a)+\frac{s \mu_{o}}{4 \pi}\left[\left(1-a^{2} / b^{2}\right) \tan ^{2} \psi+\frac{1}{M}(w / 4 b)^{2} \sec \psi\right]  \tag{40}\\
& Y^{\prime}(s)=2 \pi s \varepsilon\left[\ln (b / a)+\frac{f_{d}}{2 M}(w / 4 b)^{2} \sec \psi\right]^{-1} \tag{41}
\end{align*}
$$

when resistive contributions to $Z^{\prime}$ are neglected. The terms proportional to $(w / 4 b)^{2}$ may generally be omitted with negligible error, yielding

$$
\begin{align*}
& Z^{\prime}(s)=\frac{s \mu_{0}}{2 \pi} \ln (b / a)+\frac{s \mu_{0}}{4 \pi}\left(1-a^{2} / b^{2}\right) \tan ^{2} \psi  \tag{42}\\
& Y^{\prime}(s) \simeq \frac{2 \pi \varepsilon s}{\ell n(b / a)} \tag{43}
\end{align*}
$$

for the tape-helix shielded cable. The relative error incurred by neglecting terms in $(w / 4 b)^{2}$ is less than $0.1 \%$ if $w / b<0.1$ and $\psi<60^{\circ}$.
d. $\underline{Z}^{\prime}(s)$ and $Y^{\prime}(s)$ for Eccentrically Shielded Cables

When the center conductor is not coaxial with the shield, the results given above must be modified. Let the distance between the axes of the shield and the internal conductor be D. Then (36) becomes

$$
\begin{equation*}
Z^{\prime}(s) \approx \frac{s \mu_{0}}{2 \pi} \operatorname{arccosh}\left(\frac{a^{2}+b^{2}-D^{2}}{2 a b}\right) \tag{44}
\end{equation*}
$$

and (37) becomes

$$
\begin{equation*}
Y^{\prime}(s)=2 \pi s \varepsilon / \operatorname{arccosh}\left(\frac{a^{2}+b^{2}-D^{2}}{2 a b}\right) \tag{45}
\end{equation*}
$$

Eq. (42) becomes

$$
\begin{equation*}
Z^{\prime}(s)=\frac{s \mu_{0}}{2 \pi} \operatorname{arccosh}\left(\frac{a^{2}+b^{2}-D^{2}}{2 a b}\right)+\frac{s \mu_{0}}{4 \pi}\left(1-a^{2} / b^{2}\right) \tan ^{2} \psi \tag{46}
\end{equation*}
$$

It is noted that

$$
\lim _{D \rightarrow 0} \operatorname{arccosh}\left(\frac{a^{2}+b^{2}-D^{2}}{2 a b}\right)=\operatorname{arccosh}\left(\frac{a^{2}+b^{2}}{2 a b}\right)=\ln (b / a)
$$

e. $\underline{Z}_{i j}^{\prime}(s)$ and $Y_{i j}^{\prime}(s)$ for Shielded Multiconductor Cables

For a shielded multiconductor cable the per-unit-length series impedance ( $Z_{i j}^{\prime}$ ) and shunt admittance ( $Y_{i j}^{\prime}$ ) are matrices. Tables 5 and 6 give respectively the elements $Z_{i j}^{\prime}$ and $Y_{i f}^{\prime}$ for two- and three-conductor cables. To obtain those quantities it is assumed that the dielectric medium inside the shield is homogeneous and lossless, and that the inner conductors and the solid tubular shield are perfectly conducting.

### 2.4.1.2.2 Solutions of the Transmission-Line Equations

Let a cable run between $z=0$ and $z=\ell$ and be terminated by impedances $Z_{\text {to }}$ at $z=0$ and $Z_{t l}$ at $z=\ell$. The characteristic impedance of the line $Z_{c}$ and the complex propagation constant $\gamma_{c}(s)$ are related to $Z^{\prime}$ and $Y^{\prime}$ by

$$
\begin{align*}
& Z_{c}(s)=\left[Z^{\prime}(s) / Y^{\prime}(s)\right]^{1 / 2}  \tag{48}\\
& \gamma_{c}(s)=\left[Z^{\prime}(s) Y^{\prime}(s)\right]^{1 / 2} \tag{49}
\end{align*}
$$

The terminal voltages and currents will be given in terms of the total current $I_{t}$ for distributed excitation, and in terms of $V^{(s)}$ and $I^{(s)}$ for discrete excitation.
table 5. ( $Z_{i j}^{\prime}$ ) and ( $Y_{i j}^{\prime}$ ) for a shielded two-conductor cable

| Two Wires Enclosed <br> by a Circular Shield | Line Parameters |
| :---: | :---: |
| Assumption: |  |
| conductor radif are small <br> compared to distances <br> between conductors and <br> between conductors and shield | $\left(z_{i j}^{\prime}\right)=\frac{s u_{0}}{2 \pi}\left[\begin{array}{ll}a_{11} & a_{12} \\ a_{21} & a_{22}\end{array}\right]$ |

$$
\begin{aligned}
\Delta & =a_{11}{ }^{a_{22}}-a_{12} a_{21} \\
a_{i i} & =\ln \left(\frac{r_{8}^{2}-D_{i}^{2}}{r_{s} r_{i}}\right) \quad(i=1,2) \\
a_{i j} & =\ln \sqrt{\frac{\left(D_{i} D_{j} / r_{s}\right)^{2}+r_{B}^{2}-2 D_{i} D_{j} \cos \theta_{i j}}{D_{i}^{2}+D_{j}^{2}-2 D_{i} D_{j} \cos \theta_{i j}}}
\end{aligned}
$$

$$
(i \neq j)
$$

table 6. ( $Z_{i j}^{\prime}$ ) and ( $\mathrm{Y}_{\mathrm{ij}}^{\dagger}$ ) FOR a shielded there-CONDUCTOR CABLE

| Three Wires Enclosed <br> $n_{y}$ a Circular Shield | Line Parameters |
| :--- | :--- |

[^7]
## a. Discributed Excitation

General formulas for the currents and voltages at the terminating impedances of a cable externally excited along its length are [8]

$$
\begin{align*}
& I(0, s)=\frac{-V(0, s)}{Z_{t 0}(s)}=I_{m}(0, s)+I_{e}(0, s)  \tag{50}\\
& I(\ell, s)=\frac{V(\ell, s)}{Z_{t \ell}(s)}=I_{m}(\ell, s)+I_{e}(\ell, s) \tag{51}
\end{align*}
$$

with

$$
\begin{align*}
& I_{m}(0, s)=\left(1-\Gamma_{0}\right) \frac{f_{m} e^{\gamma_{c} \ell}-\Gamma_{\ell} g_{m} e^{-\gamma_{c} \ell}}{e^{\gamma_{c}^{\ell}}-\Gamma_{0} \Gamma_{\ell} e^{-\gamma_{c} \ell}}  \tag{52}\\
& I_{e}(0, s)=\frac{-\left(1+\Gamma_{0}\right)}{Z_{t o}} \frac{f_{e^{e}} e^{\gamma_{c}^{\ell}}+\Gamma_{\ell} \varepsilon_{e^{e}} e^{-\gamma_{c} \ell}}{e^{\gamma_{c}^{\ell}}-\Gamma_{0} \Gamma_{\ell} e^{-\gamma_{c}^{\ell}}}  \tag{53}\\
& I_{m}(\ell, s)=\left(1-\Gamma_{\ell}\right) \frac{g_{m}-\Gamma_{0} f_{m}}{e^{\gamma_{c}^{\ell}}-\Gamma_{0} \Gamma_{\ell} e^{-\gamma_{c} \ell}}  \tag{54}\\
& I_{e}(\ell, s)=\frac{1+\Gamma_{\ell}}{Z_{t \ell}} \frac{g_{e}+\Gamma_{0} f_{e}}{e^{\gamma_{c}^{\ell}}-\Gamma_{0} \Gamma_{\ell} e^{-\gamma_{c}^{\ell}}} \tag{55}
\end{align*}
$$

$\Gamma_{0}$ and $\Gamma_{\ell}$ are the voltage reflection coefficients at $z=0$ and $z=\ell$

$$
\begin{align*}
& \Gamma_{0}=\frac{z_{t o}-z_{c}}{z_{t o}+z_{c}}  \tag{56}\\
& \Gamma_{\ell}=\frac{z_{t \ell}-z_{c}}{z_{t \ell}+z_{c}} \tag{57}
\end{align*}
$$

and $f_{m}, g_{m}, f_{e}$, and $g_{e}$ are the source quantitios given by

$$
\begin{gather*}
f_{m}=\frac{Z_{T}^{\prime}}{2 Z_{c}} Q_{1}  \tag{58}\\
g_{m}=\frac{Z_{T}^{\prime}}{2 Z_{c}} Q_{2}  \tag{59}\\
f_{e}=\frac{-Z_{c} \Omega_{T} T}{2 s}\left[e^{-\gamma_{c}^{\ell}} I_{t}(\ell)-I_{t}(0)+\gamma_{c} Q_{1}\right]  \tag{60}\\
g_{e}=\frac{-Z_{c} \Omega_{T}}{2 s}\left[e^{\gamma_{c}^{\ell}} I_{t}(\ell)-I_{t}(0)-\gamma_{c} Q_{2}\right] \tag{61}
\end{gather*}
$$

where

$$
\begin{align*}
& Q_{1}=\int_{0}^{\ell} e^{-\gamma_{c}^{u}} I_{t}(u, s) d u  \tag{62}\\
& Q_{2}=\int_{0}^{\ell} e^{\gamma_{c}^{u}} I_{t}(u, s) d u \tag{63}
\end{align*}
$$

When the Iine is terminated at each end in its characteristiciimpedance,

$$
\begin{align*}
& I(0, s)=\left(Z_{T}^{\prime} / 2 Z_{c}\right) Q_{1}+\frac{\Omega_{T}}{2 s}\left[e^{-\gamma_{c}{ }^{\ell}} I_{t}(\ell)-I_{t}(0)+\gamma_{c} Q_{1}\right]  \tag{64}\\
& I(\ell, s)=e^{-\gamma_{c} \ell}\left\{\left(Z_{T}^{\prime} / 2 Z_{c}\right) Q_{2}-\frac{\Omega_{T}}{2 s}\left[e^{\gamma_{c}^{\ell}} I_{t}(\ell)-I_{t}(0)-\gamma_{c} Q_{2}\right]\right\} \tag{65}
\end{align*}
$$

When $Z_{t o}=Z_{c}$ and $Z_{t l}=0$, the short-circuit current at $z=\ell$ is twice that given in (65) and when $Z_{\text {to }}=Z_{c}$ and $Z_{t \ell}=\infty$, the open-circuit $v$ itage at $z=\&$ is ( $2 Z_{c}$ ) times the current given in (65). Terminal currents and voltages may be obtained for any other desired special case by appropriate manipulation of (50) - (63).

## b. Discrete Excitation

The point of entry of the externally excited signals is taken to be $z=z_{0}\left(0<z_{0}<\ell\right)$. The general formulas for the currents and voltages at the terminating impedances are

$$
\begin{align*}
& I(0, s)=\frac{-V(0, s)}{Z_{t 0}(s)}=I_{0}(s) \frac{1-\Gamma_{0}}{e^{\gamma_{c} z_{0}}-\Gamma_{0} e^{-\gamma_{c} z_{0}}}  \tag{66}\\
& I(\ell, s)=\frac{V(\ell, s)}{Z_{t \ell}(s)}=I_{\ell}(s) \frac{1-\Gamma_{\ell}}{e^{\gamma_{c}\left(\ell-z_{0}\right)}-\Gamma_{\ell} e^{-\gamma_{c}\left(\ell-z_{0}\right)}} \tag{67}
\end{align*}
$$

where $\Gamma_{0}$ and $\Gamma_{\ell}$ have been defined in (56) and (57) and

$$
\begin{align*}
& I_{0}(s)=\frac{-I^{(s)}\left(Z_{e \ell}+Z_{a} / 2\right)+V^{(s)}\left(Z_{e \ell}+Z_{a} / 2+2 / Y_{a}\right) Y_{a} / 2}{\left(Z_{e o}+Z_{a} / 2\right)\left(Z_{e \ell}+Z_{a} / 2\right) Y_{a}+\left(Z_{e \ell}+Z_{e o}+Z_{a}\right)}  \tag{68}\\
& I_{\ell}(s)=\frac{I^{(s)}\left(Z_{e o}+Z_{a} / 2\right)+V^{(s)}\left(Z_{e o}+Z_{a} / 2+2 / Y_{a}\right) Y_{a} / 2}{\left(Z_{e o}+Z_{a} / 2\right)\left(Z_{e \ell}+Z_{a} / 2\right) Y_{a}+\left(Z_{e \ell}+Z_{e o}+Z_{a}\right)} \tag{69}
\end{align*}
$$

The source quantities $I^{(s)}, V^{(s)}, Z_{a}$, and $Y_{a}$ are given in (28)-(31) and $\bar{Z}_{e 0}$ and $Z_{c \ell}$ are the impedances seen at $z=z_{0}$ looking toward $z=0$ and $z=\ell$ respectively

$$
\begin{align*}
& z_{e o}=z_{c} \frac{e^{\gamma_{c} z_{0}}+\Gamma_{o} e^{-\gamma_{c} z_{o}}}{e^{\gamma_{c} z_{o}}-\Gamma_{o} e^{-\gamma_{c} z_{o}}}  \tag{70}\\
& z_{e \ell}=z_{c} \frac{e^{\gamma_{c}\left(\ell-z_{o}\right)}+\Gamma_{\ell} e^{-\gamma_{c}\left(\ell-z_{o}\right)}}{e^{\gamma_{c}\left(\ell-z_{o}\right)}-\Gamma_{\ell} e^{-\gamma_{c}\left(\ell-z_{0}\right)}} \tag{71}
\end{align*}
$$

Eqs. (68) and (69) for $I_{o}$ and $I_{\ell}$ may be considerably simplified by neglecting terms involving products of $I^{(s)}, V^{(s)}, Z_{a}$, and $Y_{a}$; under this approximation

$$
\begin{align*}
& I_{0}(s)=\frac{V^{(s)}-Z_{e \ell} I^{(s)}}{Z_{e \ell}+Z_{e o}+\left(Z_{a}+Y_{a} Z_{e \ell} Z_{e o}\right)}  \tag{72}\\
& I_{\ell}(s)=\frac{V^{(s)}+Z_{e o} I^{(s)}}{Z_{e \ell}+Z_{e o}+\left(Z_{a}+Y_{a} Z_{e \ell} Z_{e o}\right)} \tag{73}
\end{align*}
$$

where the denominator terms in parentheses can be dropped if $\left|z_{e \ell}+Z_{e o}\right|$ is large in comparison to $\left|Z_{a}+Y_{a} Z_{e l} Z_{e o}\right|$.

The internal signals induced by the sources at $z=z_{0}$ when the line is terminated in its characteristic impedance at each end are

$$
\begin{align*}
& I(0, s)=\frac{V^{(s)}-z_{c} I^{(s)}}{2 Z_{c}} e^{-\gamma_{c} z_{o}}  \tag{74}\\
& I(\ell, s)=\frac{V^{(s)}+z_{c} I^{(s)}}{2 Z_{c}} e^{-\gamma_{c}\left(\ell-z_{o}\right)} \tag{75}
\end{align*}
$$

When $Z_{\text {to }}=Z_{c}$ and $Z_{t l}=0$, the short-circuit current at $z=\ell$ is

$$
\begin{equation*}
I_{s c}(l, s)=\frac{1}{Z_{c}}\left[V^{(s)}+I^{(s)} Z_{c}\right] e^{-\gamma_{c}\left(\ell-z_{o}\right)} \tag{76}
\end{equation*}
$$

When $Z_{\text {to }}=Z_{c}$ and $Z_{t \ell}=\infty$, the open-circuit voltage at $z=\ell$ is

$$
\begin{equation*}
V_{o c}(l, s)=\left[\mathrm{V}^{(s)}+I^{(s)} Z_{c}\right] e^{-\gamma_{c}\left(l-z_{o}\right)} \tag{77}
\end{equation*}
$$

Terminal currents and voltages may be obtained for any other desired special cases by appropriate manipulation of (66) - (73).

The approximation involved in obtaining (72) and onward yields negligible errors, owing to the small magnitude of the quantities involved for typical cases.

### 2.4.1.3 Penetration

The voltages and currents appearing at the terminations of a coaxial cable which is excited from its exterior through imperfections in the shield may be calculated from a knowledge of the Thevenin and/or Norton equivalent circuits which represent the cable. Such equivalent circuits are given in the following two sections. In 2.4.1.3.1 equivalent circuit models for a cable with distributed coupling are presented; models for a cable excited at a single point are given in 2.4.1.3.2. In each case equivalent sources and imittances are given for the $z=\ell$ termination of a cable which extends from $z=0$ to $z=\ell$.

### 2.4.1.3.1 Penetration Resulting From Distributed Excitation

The parameters of the Thevenin equivalent circuit for the cable termination at $z=\ell$ are

$$
\begin{gather*}
Z_{T h}(\ell, s)=Z_{c} \frac{e^{\gamma_{c}^{\ell}}+\Gamma_{0} e^{-\gamma_{c} \ell}}{e^{\gamma_{c}^{\ell}}-\Gamma_{0} e^{-\gamma_{c} \ell}}  \tag{78}\\
V_{T h}^{(s)}(\ell, s)=\frac{2 Z_{c}\left(g_{m}-\Gamma_{o} f_{m}\right)+2\left(g_{e}+\Gamma_{o} f_{e}\right)}{e^{\gamma_{c}^{\ell}}-\Gamma_{0} e^{-\gamma_{c}^{l}}} \tag{79}
\end{gather*}
$$

where $\Gamma_{0}$ has been defined in (56) and $f_{m}, g_{m}, f_{e}$, and $g_{e}$ have been defined in (58) - (63).

The parameters of the corresponding Norton equivalent circuit are

$$
\begin{align*}
& \mathrm{Y}_{\mathrm{N}}(\ell, s)=\frac{1}{\mathrm{Z}_{\mathrm{Th}}(l, s)}  \tag{80}\\
& \mathrm{I}_{\mathrm{N}}^{(s)(l, s)=\frac{\mathrm{V}_{\mathrm{Th}}^{(s)}(\ell, s)}{\mathrm{Z}_{\mathrm{Th}}(\ell, s)}} \tag{81}
\end{align*}
$$

Results for three special cases are given below.
(a) $z_{t o}=0$

$$
\begin{align*}
& z_{T h}(l, s)=z_{c} \tanh \gamma_{c} \ell  \tag{82}\\
& V_{T h}^{(g)}(l, s)=\frac{z_{c}\left(g_{m}+f_{m}\right)+\left(g_{e}-f_{e}\right)}{\cosh \gamma_{c} \ell} \tag{83}
\end{align*}
$$

(b) $z_{\text {to }}=z_{c}$

$$
\begin{align*}
& z_{T h}(\ell, s)=Z_{c}  \tag{84}\\
& V_{T h}^{(s)}(\ell, s)=2\left(Z_{c} g_{m}+g_{e}\right) e^{-\gamma_{c} \ell} \tag{85}
\end{align*}
$$

(c) $z_{\text {to }}=\infty$

$$
\begin{align*}
& Z_{T h}(l, s)=Z_{c} \operatorname{coth} \gamma_{c} \ell  \tag{86}\\
& V_{T h}^{(g)}(\ell, s)=\frac{z_{c}\left(g_{m}-f_{m}\right)+\left(g_{e}+f_{e}\right)}{\sinh \gamma_{c}} . \tag{87}
\end{align*}
$$

### 2.4.1.3.2 Penetration Resulting From Discrete Excitation

The parameters of the Thévenin equivalent circuit for the cable termination at $z=2$ are

$$
\begin{align*}
& Z_{T h}(\ell, s)=Z_{c} \frac{e^{\gamma_{c} \ell}+r_{0} e^{-\gamma_{c} \ell}}{e^{\gamma_{c}^{\ell}}-\Gamma_{0} e^{-\gamma_{c} c^{\ell}}}  \tag{88}\\
& V_{T h}^{(s)}(l, s)=V^{(s)} \frac{e^{\gamma_{c} z_{0}}-\Gamma_{o} e^{-\gamma_{c} z_{0}}}{e^{\gamma_{c} \ell}-\Gamma_{0} e^{-\gamma_{c} \ell}}+z_{c} I^{(s)} \frac{e^{\gamma_{c} z_{0}}+\Gamma_{0} e^{-\gamma_{c} z_{0}}}{e^{\gamma_{c} c^{l}}-\Gamma_{0} e^{-\gamma_{c} c^{l}}}(89) \tag{89}
\end{align*}
$$

The parameters of the corresponding Norton equivalent circuit are

$$
\begin{align*}
& Y_{N}(l, s)=\frac{1}{Z_{T h}(l, s)}  \tag{90}\\
& I_{N}^{(s)}(\ell, s)=\frac{v_{T h}^{(s)}(l, s)}{Z_{T h}(l, s)} \tag{91}
\end{align*}
$$

Results for three special cases are given below.
(a) $z_{t o}=0$

$$
\begin{align*}
& Z_{T h}(\ell, s)=Z_{c} \tanh \gamma_{c}^{\ell}  \tag{92}\\
& V_{T h}^{(s)}(\ell, s)=V^{(s)} \frac{\cosh \gamma_{c} z_{o}}{\cosh \gamma_{c} \ell}+Z_{c} I(s) \frac{\sinh \gamma_{c} z_{o}}{\cosh \gamma_{c} \ell} \tag{93}
\end{align*}
$$

(b) $Z_{\text {to }}=z_{c}$

$$
\begin{equation*}
\mathrm{Z}_{\mathrm{Th}}(\ell, s)=\mathrm{Z}_{\mathrm{c}} \tag{94}
\end{equation*}
$$

$V_{T h}^{(s)}(l, s)=\left[V^{(s)}+z_{c^{\prime}}(s)\right] e^{-\gamma_{c}\left(l-z_{0}\right)}$
(c) $z_{t o}=\infty$

$$
\begin{align*}
& Z_{T h}(\ell, s)=z_{c} \operatorname{coth} \gamma_{c}^{\ell}  \tag{96}\\
& V_{T h}^{(s)}(\ell, s)=v^{(s)} \frac{s \sinh \gamma_{c} z_{o}}{s \sinh \gamma_{c}^{\ell}}+z_{c} I^{(s)} \frac{\cosh \gamma_{c} z_{0}}{s \operatorname{lnh} \gamma_{c}^{\ell}} \tag{97}
\end{align*}
$$

### 2.4.2 OPEN TRANSMISSION LINES

Another class of cables often encountered within an aeronautical system consists of open or unshielded wires, as opposed to the coqxial Ines treated in the previous section. Engineering information pertinent to the analysis of open transmission lines is presented in this cection.

### 2.4.2.1 Determination of Line Parameters

The analysis of transmission lines described in sec. 1.3 .2 requires a knowledge of the line capacitance and inductance per unit length, or equivalently, the characteristic impedance $Z_{c}$ and propagation constant $\gamma_{c}$. For simple two-conductor systems (one conductor plus reference conductor, i.e., $N=1$ ), the usual line description is in terms of $Z_{c}$ and $\gamma_{c}$. For multiconductor lines, however, the inductance and capacitance coefficients are more useful, especially when modes of different velocities can exist on the line.

It: is assumed in the following that the transmission lines are in a homogeneous medium and that all losses can be neglected.

### 2.4.2.1.1 Isolated Transmission Lines

One type of transmission line found in EMP applications is an isolated bundle of conductors containing $N+1$ wires. For the $N=1$ case, we have the conventional two-wire line, and for $N \geq 2$ the line is said to be a muiticonductor line. It will be assumed that the total current on the wire bundle is zero at every cross section. Fig. 10 illustrates a typical $(N+1)$-wire line, with the $(N+1)$ st wire serving as a reference conductor.

The inductance per-unit-length matrix ( $L_{i j}^{\prime}$ ) of this line has elements [12]

$$
\begin{equation*}
L_{i 1}^{\prime}=\frac{\mu_{0}}{2 \pi} \ln \left(\frac{D_{i n}^{2}}{r_{i} r_{n}}\right), \quad n=N+1 \tag{98}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{i j}^{\prime}=\frac{\mu_{o}}{2 \pi} \ell n\left(\frac{D_{i n} D_{i n}}{D_{i j} r_{n}}\right), \quad i \neq j, \quad n=N+1 \tag{99}
\end{equation*}
$$

for $i, j=1$, . . ., $N$. It is assumed that all values of $D$ and $r$ satisfy the relation $D \gg x$. Here $D_{i f}$ represents the distance between the centers of the 1 th and $j$ th wires, and $r_{j}$ is the radius of the $j$ th wire. Note that the matrix ( $L_{i j}^{\prime}$ ) is of order $N \times N$.

With the assumption of a homogeneous dielectric of relative permittivity $\varepsilon_{r}$ surrounding the line, the capacitance coefficient matrix may be evaluated as

$$
\begin{equation*}
\left(C_{i f}^{\prime}\right)=\frac{1}{v^{2}}\left(L_{i j}^{\prime}\right)^{-1} \tag{100}
\end{equation*}
$$

where the velocity $v$ is given by $v=c / \sqrt{\varepsilon_{r}}$ and $c=3 \times 10^{8} \mathrm{~m} / \mathrm{sec}$ is the free-space wave velocity. Under this restriction the characteristic impedance matrix may be written

$$
\begin{equation*}
\left(z_{c_{i j}}\right)=v\left(L_{i j}^{\prime}\right) \tag{1,01}
\end{equation*}
$$

and the propagation constant is

$$
\begin{equation*}
\left(\gamma_{c_{i j}}\right)=\frac{s \sqrt{\varepsilon} r}{c}\left(\delta_{i j}\right) \tag{102}
\end{equation*}
$$



Fig. 10. Isolated $(N+1)$-wire transmission line.

Table 7 gives these values for a two-, three-, and four-wire isolated Ine, each of which has wire radii much smaller than the wire separations.

### 2.4.2.1.2 Transmission Line Over a Ground Plane

Another transmission-line configuration frequently encountered in EMP problems is that of a bundle of $N$ wires located near a perfectiy conducting ground plane (Fig. 11). For this configuration TEM modes can exist on the transmission line without the requirement that the total current on the $N$ wires be zero; the return current flows in the ground plane. One can regard this as an ( $N+1$ )-wire transmission line by considering the ground plane to be an additional wire.

The inductance term for a single wire over a ground plane is [12]

$$
\begin{equation*}
L^{\prime}=\frac{\mu_{0}}{2 \pi} \ln (2 h / r) \tag{103}
\end{equation*}
$$

where $r$ is the wire radius, $h$ is the wire height above the ground plane, and $r \ll h$. Similarly, the mutual inductance between two wires above the ground is

$$
\begin{equation*}
L_{i j}^{\prime}=\frac{\mu_{0}}{2 \pi} \ln \left(D_{i j} / D_{i j}\right) \tag{104}
\end{equation*}
$$



Fig. 11. N-wire transmission line over ground plane.
table 7. isolated transmission line parameters (LOSSes neglected)


$(i=1,2)$
$(i \neq j)$
$\begin{aligned} \Delta & =a_{11} a_{22}-a_{12} a_{21} \\ a_{i 1} & =\ln \left[\left(D_{i 3}^{2}\right) /\left(r_{i} r_{3}\right)\right] \\ a_{i j} & =\ln \left[\left(D_{i 3} D_{j 3}\right) /\left(D_{i j} r_{3}\right)\right]\end{aligned}$
table 7. lsolated transmission line parameters (losses neglected) (Continued)

| Isolated Four-wire Line $(N=3)$ |
| :---: |

where $D_{i j}$ is the distance between the two wires and $D_{i j}$, is the distance from one wire to the image of the other in the ground plane. With (103) and (104) the capacitance coefficient matrix, the impedance matrix and the propagation matrix can be calculated from (100)-(102). Table 8 presents these quantities for one-, two-, and three-wire lines over a ground plane.

### 2.4.2.2 Coupling to Open Lines

The Lumped or distributed equivalent voltage and current sources which drive the transmission-line equations of open lines are discussed In this section. Two types of excitation illumination by a plane wave (Sec. 2.4.2.2.1) and coupling from a parallel wire (Sec. 2.4.2.2.2) are discussed in detail; excitation by an aperture is briefly discussed (Sec. 2.4.2.2.3).

### 2.4.2.2.1 Transmission Line Illuminated by Plane Wave

The distributed voltage and current sources for I'EM excitation of an open ( $N+1$ )-wire transmission line are related to the incident magnetic and electric fields, respectively. One of the assumptions made is that the separation of the conductors is small compared with a wavelength. With this assumption the general source terms for TEM modes on an N-line are (see Sec. 1.3.2)

$$
\begin{align*}
& \left(V_{i}^{\prime}(s)\right)=s \mu_{0}\left(\vec{d}_{i} \times \vec{I}_{z}\right) \cdot \vec{H}^{i}  \tag{105}\\
& \left(I_{i}^{\prime}(s)\right)=-s\left(C_{i j}^{\prime}\right)\left(\vec{d}_{j} \cdot \vec{E}^{i}\right) \tag{106}
\end{align*}
$$

where $\vec{d}_{1}$ is a displacement vector between the electrical centers of the ith conductor and the reference conductor [13] and $\vec{E}^{1}$ and $\vec{H}^{1}$ are the incident electric and magnetic fields. For wires with radil much smaller than the wire separations, these distances become equal to the geometrical separation between centers of the wires.

For the two-wire line illustrated in Fig. 12 the per-unit-length voltage and current sources take the form

TABLE 8. TRANSMISSION LINES OVER GROUND PLANE (LOSSES NEGLECTED) (Continued)

| Two Wires ( $\mathrm{N}=2$ ) | Line Parameters |
| :---: | :---: |
| $\begin{gathered} r_{i} \ll D_{i j}, h_{i} \\ D_{i j}=D_{j i}, D_{i j}=D_{i^{\prime} j}, D_{i j}=D_{i} j^{\prime} \end{gathered}$ <br> (This also applies for the three-wire line on the following page.) | $\begin{aligned} & \left(L_{i j}^{\prime}\right)=\frac{\mu_{0}}{2 \pi}\left[\begin{array}{ll} a_{11} & a_{12} \\ a_{21} & a_{22} \end{array}\right] \\ & \left(C_{i j}^{\prime}\right)=\frac{2 \pi \varepsilon}{\Delta}\left[\begin{array}{ll} a_{22} & a_{12} \\ -a_{21} & a_{11} \end{array}\right] \\ & \left(\gamma_{c_{i j}}\right)=\frac{s \sqrt{\varepsilon_{r}}}{c}\left[\begin{array}{ll} 1 & 0 \\ 0 & 1 \end{array}\right] \\ & \left(Z_{c_{i j}}\right)=\frac{60}{\sqrt{\varepsilon_{r}}}\left[\begin{array}{cc} a_{11} & a_{12} \\ a_{21} & a_{22} \end{array}\right] \end{aligned}$ |

$$
\begin{aligned}
& \Delta=a_{11} a_{22}-a_{12} a_{21} \\
& a_{i i}=\ln \left(2 h_{i} / r_{i}\right) \\
& a_{i j}=\ln \left(D_{i j} / D_{i j}\right) \quad(i=1,2) \\
&(i \neq j)
\end{aligned}
$$

TAB-E 8. transmission lines over ground plane (losses neglected) (Continued)

$(i=1,2,3)$
$(i \neq j)$
$a_{i i}=\ln \left(2 h_{i} / r_{i}\right)$
$a_{i j}=\ln \left(D_{i, j}, / D_{i j}\right)$

$$
\begin{align*}
& V^{\prime(s)}(z)=s \mu_{0} d_{1} H^{1} \sin \theta e^{-\gamma z \sin \theta}  \tag{107}\\
& I^{\prime}(s)(z)=-s C^{\prime} d_{1} E^{1} e^{-\gamma z \sin \theta}
\end{align*}
$$

where $\gamma=s \sqrt{\varepsilon} \varepsilon_{r} / c$,

$$
\begin{equation*}
\mathrm{d}_{1}=\mathrm{D} \sqrt{\left[1-\left(\frac{r_{1}+r_{2}}{D}\right)^{2}\right]\left[1-\left(\frac{r_{1}-r_{2}}{D}\right)^{2}\right]} \tag{108}
\end{equation*}
$$

and the line capacitance is given by

$$
\begin{equation*}
C^{\prime}=2 \pi \varepsilon\left[\operatorname{arccosh}\left(\frac{D^{2}-r_{1}^{2}-r_{2}^{2}}{2 r_{1} r_{2}}\right)\right]^{-1} \tag{109}
\end{equation*}
$$

with $r_{1}, r_{2}$ being the wire radii and $D$ the wire separation. For $D \gg r_{1}, r_{2}$, (109) reduces to

$$
\begin{equation*}
C^{\prime} \simeq 2 \pi \varepsilon / \ell n\left(D^{2} / r_{1} r_{2}\right) \tag{110}
\end{equation*}
$$



Fig. 12. Section of two-wire transmission line illuminated by an incident plane wave. $\vec{H}^{1}$ and the direction of propagation lie in the $y, z$ plane.

### 2.4.2.2.2 Excitation of Transmission Line by a Parallel Line

A common type of transmission-line excitation in internal EMP interaction problems is that shown in Fig. 13. A wire with a large current (the exciting wire) is located near a second bundle of N wires over a ground plane. This entire internal interaction problem can be viewed as $N+1$ wires over a ground plane in multiconductor transmissionline theory. The capacitance and inductance coefficients for the entire line may be computed or estimated using (100) - (104). It will be assumed that the parasitic currents in the $N$ wires do not substantially modify the driving current in the $(N+1)$ st wire.

Defining the inductance and capacitance coefficients foi the entire $(N+2)$-wire system as $\left(L_{i j}^{\prime}\right)_{N+1}$ and $\left(C_{i j}^{\prime}\right)_{N+1}$ respectively, the voltage and current sources on the ith wire of the wire bundle can be expressed as

$$
\begin{array}{ll}
I_{i}^{\prime}(s)(s, z)=-s C_{i, N+1}^{\prime} V_{N+1}(s, z), & i=1, \ldots, N \\
V_{i}^{\prime}(s)(s, z)=-s L_{i, N+1}^{\prime} I_{N+1}(s, z), & i=1, \ldots, N \tag{111}
\end{array}
$$



Fig. 13: Wire driving N-wire bundle.
where $V_{N+1}(s, z)$ and $I_{N+1}(s, z)$ are the voltage and current at position $z$ on the driving line, and $C_{1, N+1}^{\prime}$ and $L_{1, N+1}^{\prime}$ are the individual capacitance and inductance coefficients between the fth wire and the driving wire.

The N-wire bundle can now be treated as a multiconductor line and the presence of the $(N+1)$ st wire ignored. For this approach to be valid it is necessary that the loading impedance of the driving line be connected only to the reference conductor and not to other wires within the N-wire bundle; otherwise the driving wire is strongly coupled to the $N$-wire bundle through the load.

In Fig, 14 is shown the cross-section of a two-wire line located over a ground plane and excited by a third wire. From table 8 the induclance coefficients are

$$
\begin{align*}
& L_{13}^{\prime}=\frac{\mu_{0}}{4 \pi} \ln \left(\frac{\left(D_{1}+D_{2}\right)^{2}+\left(h_{3}+h_{1}\right)^{2}}{\left(D_{1}+D_{2}\right)^{2}+\left(h_{3}-h_{1}\right)^{2}}\right)  \tag{112}\\
& L_{23}^{\prime}=\frac{\mu_{0}}{4 \pi} \ln \left(\frac{D_{2}^{2}+\left(h_{3}+h_{2}\right)^{2}}{D_{2}^{2}+\left(h_{3}-h_{2}\right)^{2}}\right) \tag{11.3}
\end{align*}
$$



Fig. 14. Two-wire line excited by a parallel wire.

The corresponding capacitance coefficients are

$$
\begin{align*}
& C_{13}^{\prime}=\frac{\pi \varepsilon \ln \left(\frac{\left(D_{1}+D_{2}\right)^{2}+\left(h_{3}+h_{1}\right)^{2}}{\left(D_{1}+D_{2}\right)^{2}+\left(h_{3}-h_{1}\right)^{2}}\right)}{\ln \left(\frac{2 h_{1}}{r_{1}}\right) \ln \left(\frac{2 h_{3}}{r_{3}}\right)}  \tag{114}\\
& C_{23}^{\prime}= \pi \varepsilon \ln \left(\frac{D_{2}^{2}+\left(h_{3}+h_{2}\right)^{2}}{D_{2}^{2}+\left(h_{3}-h_{2}\right)^{2}}\right)  \tag{115}\\
& \ln \left(\frac{2 h_{2}}{r_{2}}\right) \ln \left(\frac{2 h_{3}}{r_{3}}\right)
\end{align*}
$$

The voltage and current sources on wires 1 and 2 can be determined from (111), once the response of wire 3 is known.

### 2.4.2.2.3 Transmission Lines Excited Through Apertures

Another important coupling mechanism results from an aperture in a ground plane and illuminating a multiconductor transmission ine.

In general, the presence of the aperture will not only provide excitation to the line, but will also modify the transmission-line parameters in the vicinity of the line. Engineering formulas are presented in Secs. 2.2.1 and 2.2.2 for the equivalent sources and circuit parameters of an aperture in a ground plane passing under a single conductor. No comparable results for multiconductor lines are available.

The case of a transmission line excited by a localized source, e.g., a small electric or magnetic dipole in the vicinity of the line, can be treated in exactly the same way as the aperture coupling problem. The principal difference is that any orientation of the dipole moments is permitted, and the dipoles need not reside on a ground plane. There exist no readily available general results for the source termu for this type of excitation.

### 2.4.2.3 Propagation Along Open Transmission Lines

When the equivalent voltage and current sources have been determined, it is possible to evaluate the currents and voltages along the line, as described in Sec. 1.3.2. In this section data for a number of cases of excited transmission lines are given. Particular emphasis is given to the behavior of the transmission-line load currents.

### 2.4.2.3.1 Two-Wire Line Response to Plane Waves

A two-wire line illuminated by a plane wave is shown in Fig. 15. The incident electric field is parallel to the load terminations (the $x$-direction). The current flowing in the load at $z=\ell$ is given by [16]

$$
\begin{equation*}
I(\ell, s)=\frac{\mathrm{E}^{1}(s) b}{2 M(s)}\left[2 Z_{c}-\left(Z_{c}-Z_{1}\right) e^{-\gamma \ell(1+\sin \theta)}-\left(Z_{c}+Z_{1}\right) e^{\gamma \ell(1-\sin \theta)}\right] \tag{116}
\end{equation*}
$$

where $Z_{c}=$ characteristic impedance of the line, $\gamma=s / c$, and

$$
M(s)=z_{c}\left(z_{1}+z_{2}\right) \cosh (\gamma \ell)+\left(z_{c}^{2}+z_{1} z_{2}\right) \sinh (\gamma \ell)
$$



Fig. 15. Two-wire line illuminated by plane wave with $\vec{E}^{1}$ parallel to x-axis.

For the special case of grazing incidence $\left(\theta=90^{\circ}\right)$, Fig. $16 a$ shows the frequency response of the load current normalized with respect to the incident field for a l-meter line having a characteristic impedance of $635 \Omega$, Fig. 16 b shows the same quantity for broadside incidence $\left(\theta=0^{\circ}\right)$.


Fig. 16. Normalized load current for a 1 meter line excited by a plane wave with $\vec{E}^{i}=E^{1} \vec{I}_{x}$, traveling (a) in z-direction ( $\theta=90^{\circ}$ ) and (b) in -y-direction $\left(\theta=0^{\circ}\right)$ [16].

Note that for each of these figures, various combinations of load ampedance $\mathrm{Z}_{1}$ and $\mathrm{Z}_{2}$ are used.

The load current for the case shown in Fig. 17 is given by [16]

$$
\begin{equation*}
I(\ell, s)=\frac{K(s)}{M(s)}\left[\frac{\left(z_{c}+z_{1}\right)}{2} e^{\gamma \ell}-\frac{\left(z_{c}-z_{1}\right)}{2} e^{-\gamma \ell}-z_{1}\right] \tag{117}
\end{equation*}
$$

where $\mathrm{X}(s)$ is the difference of the two incident electric fields on the two parallel wires of the transmission line and is given by

$$
\begin{equation*}
K(s)=E^{i}(b, s)-E^{i}(0, s) \tag{118}
\end{equation*}
$$

The other symbols are the same as in (116).
Fig. 18 shows the ratio $\left|I / E^{i}\right|$ as a function of frequency for the same transmission line used in Fig. 16a, for the case where the wave travels in the $x$-direction $\left(\theta=90^{\circ}\right)$.


Fig. 17. Two-wire line illuminated by plane wave with $\vec{E}^{i}$ parallel to z-axis and $\vec{H}^{1}$ in $x, y$ plane.


Fig. 18. Load current for 1 meter line excited by plane wave with $\vec{E}^{i}=\vec{I}_{z} \mathrm{E}^{1}$ traveling in $x$-direction [16].

The current $I(0, s)$ for the configuration shown in Fig. 19 is given for various values of $Z_{1}$ and $Z_{2}$ in table 9 [17].


Fig. 19. Two-wire line illuminated by plane wave with $\mathbb{H}^{1}$ normal to the plane of the line.

TABLE 9. LOAD CURRENT I $(0,8)$ FOR CONFIGURATION OF FIG. 19

| Terminating Impedances | Normalized Current $\left(2 z_{c} / E^{1} b\right) I(0, s)$ |
| :---: | :---: |
| $\begin{aligned} & z_{1}=z_{c} \\ & z_{2}=z_{c} \end{aligned}$ | $1-e^{-\gamma \ell(1+\cos \theta)}$ |
| $\begin{aligned} & z_{1}=z_{c} \\ & z_{2}=0 \end{aligned}$ | $1-e^{-2 \gamma \ell}$ |
| $\begin{aligned} & z_{1}=z_{c} \\ & z_{2}=\infty \end{aligned}$ | $1+e^{-2 \gamma \ell}-2 e^{-\gamma \ell(1+\cos \theta)}$ |
| $\begin{aligned} & z_{1}=0 \\ & z_{2}=0 \end{aligned}$ | 2 |
| $\begin{aligned} & z_{1}=0 \\ & z_{2}=\infty \end{aligned}$ | $2-2 e^{-\gamma \ell} \cos \theta_{8 \in c h}(\gamma \ell)$ |
| $\begin{aligned} & z_{1}=0 \\ & z_{2}=z_{c} \end{aligned}$ | $2-2 e^{-\gamma \ell(1+\cos \theta)}$ |

### 2.4.2.3.2 Two-Wire Line Response to Localized Sources

Fig. 20 shows the load current response at $z=\ell$ for a 10 meter linc which is excited by a current 1 op located a distance $R=2$ meters away from the center of the line. The loop is located along the midpoint of


Fig. 20. Current transfer function for a 10 meter Ine excited by a current loop. (a) $Z_{1}=10^{7} \Omega$; (b) $Z_{1}=1 \Omega$.
the transmission line at the point $z=5$ meters and lies in the plane of the wires of the transmission line. The corresponding results for a small point electric dipole are illustrated in Fig. 21.


$$
l=10 \mathrm{~m}, \quad R=2 \mathrm{~m},
$$

$$
\mathrm{b}=0.01 \mathrm{~m}
$$

$$
Z_{c}=360 \Omega, \quad Z_{2}=360 \Omega
$$




Fig. 21. Current transfer function for a 10 meter line excited by an electric dipole. (a) $Z_{1}=10^{7} \Omega$; (b) $Z_{1}=1 \Omega$.

### 2.4.2.3.3 Multiconductor Line Desponce

In this section, we present the analysis of a rathersimple network, a singio section of multiconductor transmission line, using the bLT formai^sm outined in Sec. 1.3.2.3.

A two-wire line above a ground plane is illugtrated in Fig. 22. The correspunding ?inear graph for this simple network is illustrated in Fig. 22c. Because the region arourd the multiconductor line is homogeneous,


(b)

(c)

Fig. 22. (a) Two-wire line over ground, excited bv voltage sources;
(b) cross-sectional view; and (c) 1inear groph representation.
isotropic, and lossleas, the per-unit-length inductance matrix ( $L_{n m}^{\prime}$ ) is directly proportional to the inverse of the capacitance matrix $\left(C_{n m}^{\prime}\right)^{-1}$. All current moaes propagate at the same velocity and the transformation matrix ( $T_{n m}$ ) of Sec. 1.3.2.2.3 may be taken to be the unit matrix, ( $\delta_{\mathrm{nm}}$ ).

For this special case the tube propagation matrix $\left(P_{n m}\right)$ is given by

$$
\left(P_{n m}\right)=\left[\begin{array}{ll}
e^{\gamma \ell} & 0  \tag{119}\\
0 & e^{\gamma \ell}
\end{array}\right]
$$

Since this network consists of only one tube, the propagation supermatrix in Sec. 1.3.2.3 is just a $2 \times 2$ bluck supermatrix which, when expressed in terms of its scalar components, has the form
where the subscripts on the reflected or incident current components refer to actual wire components, due to the degeneracy of current modes and the particular choice of the transform matrix ( $\mathrm{T}_{\mathrm{nm}}$ ).

The combined current sources in the above equation are due only to the physical voltage sources $\mathrm{V}_{1}^{(\mathrm{s})}$ and $\mathrm{V}_{2}^{(\mathrm{s})}$ on the line. Following (145) of Chap. 1.3, these terms are expressible as

$$
\left[\left(\begin{array}{l}
\vartheta_{1}  \tag{121}\\
\\
\vartheta_{2}
\end{array}\right)\right]=\frac{1}{2}\left[\begin{array}{ll}
e^{\gamma^{z}} & 0 \\
0 & e^{\gamma^{z}}
\end{array}\right]\left[\begin{array}{l}
z_{c_{n m}}
\end{array}\right]-1\left[\begin{array}{l}
v_{1}^{(s)} \\
v_{2}^{(s)}
\end{array}\right]
$$

$$
\left[\binom{\vartheta_{1}}{\vartheta_{2}}_{2}\right]^{2}=\frac{1}{2}\left[\begin{array}{ll}
e^{\gamma\left(\ell-z_{s}\right)} & 0  \tag{122}\\
0 & e^{\gamma\left(\ell-z_{s}\right)}
\end{array}\right]\left[\begin{array}{l}
z_{c_{n m}}
\end{array}\right]^{-1}\left[\begin{array}{l}
v_{1}^{(s)} \\
v_{2}^{(s)}
\end{array}\right]
$$

where $z_{s}$ is the source location, is illustrated in Fig. 21 , and ( $Z_{c_{n m}}$ ) is the characteristic impedance matrix for the multiconductor line.

From table 8 this impedance matrix can be calculated to be

$$
\left(z_{c_{\mathrm{nm}}}\right)=\left[\begin{array}{rr}
262.9 & 48.3  \tag{123}\\
48.3 & 317.9
\end{array}\right] \text { ohms }
$$

Its inverse, for use in (121) and (122), is

$$
\left(z_{c_{n m}}\right)^{-1}=\left[\begin{array}{cc}
3.9 & -.59  \tag{124}\\
-.59 & 3.2
\end{array}\right] \times 10^{-3} \text { mhos }
$$

At the $z=0$ end of the tube, the current reflection coefficient matrix $\left(\Gamma_{1_{n m}}\right)$ is given by

$$
\begin{equation*}
\left(\Gamma_{1_{n m}}\right)=\left(\left(z_{c_{n m}}\right)+\left(z_{L_{n m}}^{(1)}\right)\right)^{-1}\left(\left(z_{c_{n m}}\right)-\left(z_{L_{n m}}^{(1)}\right)\right) \tag{125}
\end{equation*}
$$

where $\left(\mathrm{Z}_{\mathrm{L} m}^{(1)}\right)$ is the load impedance matrix at $z=0$

$$
\left(Z_{L_{n m}}^{(1)}\right)=\left[\begin{array}{rr}
100 & 0  \tag{126}\\
0 & 50
\end{array}\right] \text { ohms }
$$

The reflected and incident currents at this function are thus related by

$$
\left[\begin{array}{ll}
I_{1}^{(r)} & (0)  \tag{127}\\
I_{2}^{(r)} & (0)
\end{array}\right]=\left(\Gamma_{1_{n m}}\right)\left[\begin{array}{c}
I_{1}^{(i)} \\
I^{(0)} \\
I_{2}^{(i)} \\
(0)
\end{array}\right]
$$

and an evaluation of (125) gives numerical values for ( $\Gamma_{I_{n m}}$ )

$$
\left(\Gamma_{1_{\text {nm }}}\right)=\left[\begin{array}{ll}
.44 & .04  \tag{128}\\
.07 & .72
\end{array}\right]
$$

A similar relation exists for the reflection coefficient ( $\Gamma_{2}$ ) at $z=\ell$, involving the load impedance at that point. From Fig. 22 the load impedance can be found to be

$$
\left(\mathrm{Z}_{\mathrm{L}_{\mathrm{nm}}^{(2)}}^{(2)}\right)=\left[\begin{array}{cc}
150 & 50  \tag{129}\\
50 & 87.5
\end{array}\right] \text { ohms }
$$

and the corresponding current reflection coefficient is

$$
\left(\mathrm{r}_{2 \mathrm{~nm}}\right)=\left[\begin{array}{rr}
.29 & -.15  \tag{130}\\
-.07 & .60
\end{array}\right]
$$

Hence, using (128) and (130) the scattering equations given in Chap. 1.3 take the form

$$
\left.\left[\begin{array}{l}
\binom{I_{1}^{(r)}(0)}{I_{2}^{(r)}(0)}  \tag{131}\\
\binom{I_{1}^{(r)}(l)}{I_{2}^{(r)}(l)}
\end{array}\right]=\left[\begin{array}{cc}
\left(\begin{array}{cc}
.44 & .04 \\
.07 & .72
\end{array}\right) & \left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) \\
\left(\begin{array}{cc}
0 & 0 \\
0 & 0
\end{array}\right)\left(\begin{array}{cc}
.29 & -.15 \\
-.07 & .60
\end{array}\right)
\end{array}\right]\left[\begin{array}{l}
\binom{I_{1}^{(1)}(0)}{I_{2}^{(1)}(0)} \\
\left(I_{1}^{(1)}(l)\right. \\
I_{2}^{(1)}(\ell)
\end{array}\right)\right]
$$

and the final BL'T equation for the incident currents given in Chap. 1.3 becomes

$$
\left.\left[\begin{array}{l}
\binom{I_{1}^{(1)}(0)}{I_{2}^{(1)}(0)}  \tag{132}\\
\binom{I_{1}^{(1)}(\ell)}{I_{2}^{(i)}(\ell)}
\end{array}\right]=\left[\begin{array}{cc}
.44 & .04 \\
.07 & .72
\end{array}\right)\left(\begin{array}{cc}
\mathrm{e}^{\gamma \ell} & 0 \\
0 & \mathrm{e}^{\gamma \ell}
\end{array}\right)\right]^{-1}\left[\begin{array}{l}
\vartheta_{1} \\
\vartheta_{2}
\end{array}\right)_{\mathrm{J}}{ }^{\gamma \ell} \quad\left[\begin{array}{c}
.29 \\
\left(\begin{array}{cc}
\mathrm{e}^{(1)} \\
0 & \mathrm{e}^{\gamma \ell}
\end{array}\right)\left(\begin{array}{c}
\vartheta_{1} \\
-.07 \\
\vartheta_{2}
\end{array}\right)_{2}
\end{array}\right]
$$

with the sources $\vartheta$ given by (121) and (122).
This bLT equation may be solved for the incident currents and the total load currents by evaluating (131). Fig. 23a 111ustrates the normalized currents at $z=\ell$ in wires 1 and 2 as a function of frequency for voltage excitation on line 1 only. Fig. 23b shows the corresponding curves for excitation on line 2 only.

Representative numerical results are shown in Figs. 24 and 25 for a terminated two-wire line located over a perfectly conducting ground plane and excited by a normally incident plane wave whose electric vector is parallel to the axis of the line [18].

### 2.4.2.4 Penetration

The penetration problem is considered to be the transfer of energy from the transwission line to the load imp"ance connected to the line. The effects of the transmission line and sources are represented by a Thevenin equivalent circuit at the load in question.


Fig. 23. Response of currents in wires 1 and 2 for a $10-\mathrm{m}$ line in Fig. 22 as a function of frequency. (a) $V_{1}(s)$ excited, $\mathrm{V}_{2}(\mathrm{~s})=0 ;(\mathrm{b}) \mathrm{V}_{1}(\mathrm{~s})=0, \mathrm{~V}_{2}(\mathrm{~s})$ excited.


Fig. 24. Two-wire transmission line oriented parallel to a perfect ground plane and illuminated by a plane electromagnetic wave. (a) $\left|I_{1} / E^{i}\right|$ vs. $f ;$ (b) $\left|I_{2} / E^{i}\right|$ vs. $f$.


Fig. 25. Two-wire transinission line oriented parallel to a perfect ground plane and illuminated by a plane electromagnetic wave.

### 2.4.2.4.1 Two-Conductor Transmission Line

For the case of a single-wire line over a ground plane, or for an isolated two-wire line, the Thevenin impedance and voltage source for a point excitation on the line is given in Sec. 2.4.1.3.2, which deals with the coaxial line. For distributed excication the Thevenin impedance remains the same, and the Thévenin voltage source can be obtained by integrating that of a point brurce excitation.

### 2.4.2.4.2 Multiconductor Lines

For a multiconductor line the Therenin impedance seen at the end of a line of length $\&$ can be expressed as

$$
\begin{equation*}
\left(Z_{T h}\right)=\left(z_{c_{n m}}\right)\left(e^{\gamma_{c}^{\ell}}\left(\delta_{n m}\right)+e^{-\gamma_{n}^{\ell}}\left(\Gamma_{n m}\right)\right)^{-1}\left(e^{\gamma_{c}^{\ell}}\left(\delta_{\mathrm{nm}}\right)-e^{-\gamma_{c}^{\ell}}\left(\Gamma_{\mathrm{nm}}\right)\right) \tag{133}
\end{equation*}
$$

where the term ( $\Gamma_{n m}$ ) is the current reflention coefficient matrix given by (125).

The Thévenin voltage source for the multiconductor line is given by

$$
\begin{align*}
& \left(V_{T h}^{(s)}\right)=\left(e^{\gamma_{c}^{\ell}}\left(\delta_{q m}\right)+e^{-\gamma_{c}^{\ell}}\left(\Gamma_{n m}\right)\right)^{-1}\left[\left(e^{\gamma_{c} z_{s}}\left(\delta_{n m}\right)+e^{-\gamma_{c} z^{s}}\left(\Gamma_{n m}\right)\right)\left(V_{n}(s)\left(z_{g}\right)\right)\right. \\
& \left.+\left(z_{c_{n m}}\right)\left(e^{\gamma_{c} z^{\prime}}\left(\delta_{n m}\right)-e^{-\gamma_{c} z^{z}}\left(\Gamma_{n m}\right)\right)\left(I_{n}(s)\left(z_{s}\right)\right)\right] \tag{134}
\end{align*}
$$

where, as before, $\left(V_{n}(s)\left(z_{s}\right)\right)$ and $\left(I_{m}(s)\left(z_{s}\right)\right)$ represent the localized voltage and current sources on the cransmisaion line at the position $z=z_{s}$.

More general expressions can be derived for the 'Thivenisi impedance and voltage using the general results in section 1.3 .2 , which rake into account the multivelocity nature of energy propagation on the lines.

## a. Open-Circult Termination

For the special case in which the load at the end of the multiconductor line is open circulzed, the reflection coefficient becomes the negacive of the unit matrix and the Thévenin impedance and voltage source become

$$
\begin{align*}
& \left(Z_{\mathrm{Th}_{\mathrm{n}}}\right)=\left(\mathrm{Z}_{\mathrm{c}_{\mathrm{nm}}}\right) \operatorname{coth}\left(\gamma_{c^{\ell}}^{\ell}\right)  \tag{135}\\
& \left(V_{T h}^{(s)}\right)=\left(V_{k}^{(s)}\left(z_{s}\right)\right) \frac{\sinh \left(\gamma_{c} z_{s}\right)}{\sinh \left(\gamma_{c} \ell\right)}+\left(z_{c_{n i n}}\right\rangle\left(\gamma_{\operatorname{ta}}^{(s)}\left(z_{s}\right)\right) \frac{\cosh \left(\gamma_{c} z_{s}\right)}{\sinh \left(\gamma_{c}{ }^{l}\right)}
\end{align*}
$$

wherc $z_{g}$ is the gource location, $\ell$ is the line length.

## b. Short-Circuit Termination

Here the termination fupedance is zero, giving a reflection coefficient of unity. The resulting Thevenin quantities are

$$
\begin{align*}
& \left(V_{T h}^{(s)}\right)=\left(V_{n}(s)\left(z_{s}\right)\right) \frac{\cosh \left(\gamma_{c^{\prime}} z_{s}\right)}{\cosh \left(\gamma_{c}^{\ell)}\right.}+\left(z_{c_{n m}}\right)\left(I_{m}^{(s)}\left(z_{s}\right)\right) \frac{\sinh \left(\gamma_{c} z_{g}\right)}{\cosh \left(\gamma_{c}\right)} \tag{136}
\end{align*}
$$

## c. Matched Terminatior

For a matehed line, $\left(z_{L_{n m}}\right)=\left(z_{n_{n_{M}}}\right)$, and the reflection coefficient is zero. The Thévenin guantities then become

$$
\begin{align*}
& \left(z_{T_{n m}}\right)=\left(Z_{c_{n m}}\right) \\
& \left(V_{T h_{n}}^{(s)}\right):\left[\left(v_{n}^{(s)}\left(z_{s}\right)\right) \cdot{ }^{\left(Z_{c_{n m}} ;\left(I_{m}^{(s)}\left(z_{s}\right)\right)\right] e^{-\gamma_{c}\left(\Omega-z_{s}\right)}} .\right. \tag{137}
\end{align*}
$$
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## PART 3

SYSTEM APPLTCATIONS

CHAPTER 3.1 ASSESSMENT AND HARDENING

The purpose of this part of the document is to illustrate the application of the interaction technology described in Parts 1 and 2 to composite problems representative of system hardening or assessment problems. In Chap. 1.2 the process of decomposing a complex system into volumes, surfaces, transmission lines, apertures and antennas is discussed, and in Part 2 the responses of these elementary components to electrical excitations are presented in detail. In Part 3 we illustrate the recombination of the solutions for these elementary components to obtain a system response, with error estimates on the calculations.

In this chapter we discuss the assessment and hardening problem and hardening concepts in general terms. Then in Chap. 3.2 are presented several illustrative system examples. In each of these example analyses we begin with a general description of the system components in order to identify the system topology. We then decompose the system into principal surfaces, principal volumes and elementary components, and illustrate with numerical examples the system response to the EMP. In addition, where system susceptibility to the EMP is identified or postulated, techniques for reducing the susceptibility are iilustrated.

### 3.1.1 THE ASSESSMENT AND HARDENING PROBLEM

The analysis of system susceptibility or the synthesis of system immunity to the EMP are classical source-interaction-response problems. In susceptibility analysis one seeks to determine the response for given source characteristics and intervening structure, whereas in synthesizing hardness one seeks to limit the response to an acceptable level for a given source by appropriate manipulation of the intervening structure. In either case, an understanding of the EMP interaction with the intervening structure is crucial. A fundamental difficulty in acquiring this understanding, as well as for many other interference analyses, is that the electromagnetic properties of the intervening structure are often not
specified (e.g., structural materials, plumbing, etc.), or they are not specili. for the entire spectrum of interest (e.g., 60 Hz power components or vuice.e. ey communication equipment, etc.). Thus for susceptibility malysi., one must identify the intervening structure and estimate or med:i $\therefore$ ils electromagnetic properties, while for herdening one must sptciiv and control its procedures.

In addition to understanding the structure, one must also know the sensitivity of critical circuits to the response. This sensitivity to upsut or damage varies over a wide range and depends on the input-output rircuit design and the shielding quality of the equipment cabinet or housing. Thus, considerations of circuit design and shielding also enter into an integrated approach to system hardening.

## i. i.l.l Severity of the Problem

To put the EMP interaction and hardening problem in perspective, we obscreve that the high-altitude EMP can induce open-circuit voltages of lhe order of MV or short-circuit currents of the order of 10 kA in overiciad conductors such as power lines. Small-signal electronic circuits ior lata processing typically operate with switching signals of a few volt: or a few tens of mA. Thus, to prevent EMP-induced transients on power 1ines Erom producing circuit upset, sufficient shielding, attenua(ion, or otier interference reduction must be provided to reduce these t. rinsinnt peaks by a factor of $10^{6}$ between the power lines and the mitlonignal circuits operated therefrom.

For airborne systems that do not possess long exposed conductors, one H: :ain a similar perspective by deriving the effective area of a plate (, 1 Joop antenna (Fig. 1) chat will produce the switching voltage or current when exposed to the incident high-altitude EMP. The quantities of interest tre he short-idrcuit current induced in a small plate antenna, which has , I.arge source impedance, and the open-circuit voltage induced in a small iony antenna, which has a small source impedance. These effective areas : :W approximatoly $1 \mathrm{~cm}^{2}$. That is, a plate (or loop) antenna of this area : 1 :nccted directly to the small-signal circuits will have sufficient current


Fig. 1. Dipole current and loop voltage induced by external fields.
(or voltage) induced on it by the incident EMP to produce switching-level transients in these circuits. Therefore, one must virtually eliminate electronic circuit exposure with shielding and insert sufficient attenuation between exposed conductors and the small-signal circuits to limit the transients delivered to those circuits to tolerable levels.

### 3.1.1.2 Shielding Surfaces

Because of the great disparity between the EMP source strength and the circuit sensitivity, compatibility between them can only be achieved through a systematic approach to jnterference control. The foundation for such an approach is described in Sec. 1.2.1. The space about the sensitive electronic circuits or devices is partitioned by shield surfaces. As illustrated in Fig. 2, shielding surfaces may be used to control interference of external origin, such as EMP, lightning, power switching transients, etc., or to control interference of internal origin such as emanations from transmitters, rectifiers, counters, and other switched high-current or inductive loads. Hence, the fundamental approach is applis:able to controlling the EMP and all other types of interference,


Fig. 2. Shielding surfaces.
winch is an important consideration since it permits an integrated approach to interference control and tends to eliminate situations in which correction of one interference problem aggravates another. The control of internal and external interference sources with a two-layer shield system is illustrated in Fig. 3.

### 3.1.1.3 Penetration of Shields

The shielding surfaces may be compromised by conductors that pass through them. Such conductors are usually uecessary to supply operating power and to communicate with the shielded circuit (i.e., to accommodate input and output data). Other conductors having non-electrical functions may also pass through the shielding surfaces. Pipes and tubes for utilities, hydraulic and pneumatic systems, and steel cables for controls and hoists fall into this category.


Fig. 3. Two-layer shielding topology for controlling internal and external interference sources.

The shields may also be compromised by openings for personnel entrance and egress, ventilation, light, and access for assembly or maintenance. Smaller, but often numerous, openings occur at riveted, bolted, or spot-welded joints in shield surfaces. All such openings (or apertures) permit some of the interference fields to penetra:e through the shield surfaces.

Finally, because all practical shielding materials are imperfect conductors, some of the interference fields may diffuse through the shield. Except for very long slender structures such as cable shields, such diffusion is usually important only at low frequencles or for electrically thin shlelds.

In sumary, interference fields may penetrate shields
(a) along insulated conductors passing through the shields;
(b) through openings or imperfections (apertures) in the shields;
(c) by diffusion through imperfectly conducting shields.

The objective of system hardening is to control these interference penetrations at each shield, so that the interference reaching the sensitive circuit is within the tolerance of the circuit.

### 3.1.1.4 Coupling and Propagation

For a quantitative analysis of hardness, the current and charge distributions on conducting appendages (power lines, trailing wire antennas, missile plumes, etc.) and on the shield surfaces must be determined. The interaction of the EMP source fields with these shieid and with cables and other elemencs outside the shield produces these current and charge distributions, which in turn are the excitation sources for the three shield penetration mechanisms listed above. The penetrant fields interact with structures inside the shield to produce the current and charge distributions on cables and other structures enclosed by the shield and on the surface of the next inward shield. The latter is the first step of the next layer of the interaction problem that deals with the second shield surface.

These coupling and propagation analyses, which are the subject of Part 2 of this document, often become more complex as the layer of shieiding increases. Outside the first principal shielding surface (e.g., outside
the building shield or aircraft skin) there are only a few power lines, cables and antemas which are often of a simple geometry that is amenable to analysis. Between the first and second shields (i.e., inside the building or aircraft skin), the number of cables and other structures is much greater and their geometry is more complicated. Because of this complexity, the engineering approach is frequently that of "scoping" the intermediate Interaction problem rather than obtaining an analytic solution to it. Thus representative but greatly simplified examples, such as an insulated wire passing through both shields, or a cavity-backed aperture, may be analyzed to obtain representative wire currents or cavity fields. These analyses may then be used to estimate the surge limiting or filtering required on wires.

### 3.1.2 HARDENING CONCEPTS

### 3.1.2.1 System Topology

The essence of interference control, whether for the EMP or for other sources, is to establish shielding integrity, thereby limiting the interference currents and fields that can penetrate the shield surfaces. A first step in interference analysis or control is, therefore, to identify the system topology, as discussed in Chap. 1.2. That is, the principal shielding surfaces at which the barrier to penetrating interference will be established must be identified and examined for compromising apertures and penetrating conductors. In practical systems, there are often several layers of shielding that form a set of nested shield surfaces, as shown in Fig. 4, each of which serves as a barrier to penetrating interference. In ground-based systems, the first principal surface might be a building or room shield, and the second principal surface might be an equipment cabinet, and the third principal surface might be a box that contains the small-signal circuits. In airborne systems, the first surface would usually be the aircraft or rocket skin, and the second surface would be the housings for the avionics equipment. These surfaces usually serve as successively more exclusive barriers to the interference, so that as one progresses from the outside toward the inside of Fig. 4 where line penetrations are absent, the interference environment becumes less severe.


Fig. 4. Principal surfaces and volumes.


Fig. 5. Elementary surfaces and volumes.

In addition to the partitioning of space into principal volumes by the nested shield surfaces illustrated in Fig. 4, the principal volumes may be partitioned into elementary volumes by internal dividers as illustrated in Fig. 5 by the dashed lines. This cellular topology is common in aircraft and ships, where the interier regions are partitioned by bulkheads and decks. The cellular topology permits controlled gradations of interference environment within a region between shield layers.

For nearly perfect shields (thickness large compared to skin depth) it is sometimes convenient to visualize the shield as two independent surfaces - an outside surface on which reside the externally induced current and charge densities and an internal surface on which reside the internally induced current and charge densities. This concept is depicted in Fig. 6, where the two-surface idea for the shield layers is shown. For uncompromised shields (no penetrating conductors or apertures), each cell is electromagnetically independent of every other cell and of the external environment.

### 3.1.2.2 Penetrating Conductors

The two-surface 1dea is particularly useful for determining how interference-carrying conductors should be connected to the shield to


Fig. ú. Two-surface idea for nested cellular shields.
preserve its integrity. If an external interference-carrying conductor is connected to the outside surface of the shield, as illustrated in Fig. 7, the interference current flows onto the outside surface of the shield and thus has little effect on the volume enclosed by the shield. However, if the conductor is connected to the inside surface of the shield as in Fig. 8, the interference current flows onto the inside surface of the shield and contaminates the volume enclosed by the shield. To preserve the integrity of the shield, therefore, interference current of external origin must be diverted to the outside surface of the shield as illustrated in Fig. 7.

Several examples of the proper application of this principle are given in Fig. 9 together with some common compromises and violations of the shield. Note that each of the compromises and violations permits the currents on the outside conductors to flow into the protected region inside the shield. It should also be observed that filters and surge arrestors behave in the same way as any other connection of a penetrating conductor to the shield; that is, they divert the interference currents to the outside surface of the shield, thereby preventing these currents from entering the protected region. Because power and signal-carrying conductors cannot be continuously connected to the shield, they must be nomentarily connected (when a certain threshold is exceeded) or connected only at frequencies not used for power or signals (i.e., through a filter). In


Fig. 7. Confinement of conductor current to the outside surface by skin effect.


Fig. 8. Conductor current injected on the "inside" of a shield.

(c) ineulated conductors

Fig. 9. Shielding integrity near interference-carrying external conductors.
either case, the diverted interference currents must flow to the outside surface of the shield, as illustrated in Fig. 9 c , if shield integrity is to be preserved.

Each of the "proper" methods of preserving shielding integrity shown in Fig. 9 involves diverting the external conductor current to the outside surface of the shield. Methods of interrupting the current could also be employed, but at the first layer of shielding the current-diversion metiod may be more reliable and less expensive than the current-interruption approach. This is particularly so for ground-based $\$$ the external conductors may be power lines and communication cables that can carry tens of kA of lightning or EMP-incuded currents toward the shield. Since the open-circuit voltages associated with these currents are of the order of MV, current-interruption techniques for treating these conductors would require insulation capable of withstanding these extremely high voltages without flashover. Such insulation is expensive to install and it requires considerable maintenance to ensure reliability. (However, dielectric pipes can be economical for water, sewer, and other plumbing penetrations.)

At secondary and tertiary shields where the open-circuit voltages are less severe (i.e., hundreds of volts instead of MV), currentinterruption techniques are illustrated in Fig. 10, where the open-circuit voltage impressed across the current-interruption device is also indicated. Such techaiques are usually applied only to insulated conductors such as power and signal conductors; "groundable" conductors such as cable shields, plumbing, and waveguides are economically and reliably treated with the current-diversion approach of Fig. 9b.

There are, of course, many other input/output circuits that can serve as buffers or isolators at the secondary and tertiary shields. Many of these are functional components of the system or electronic circuit that can be adapted to shielding purposes. Rectifier power supplies and dc-to-dc converters may serve to isolate the primary power conductors from the conditioned power supplied to the small-signal circuits. Tuned


Fig. 10. Curient-interruption treatments for secondary and tertiary shield penetrations.

RF amplifiers and mixers serve as narrow-band filters to exclude interference on the input conductors. Well-designed electronic equipanent often contains balanced transmitters and receivers, emitter followers, or other high-tolerance buffer stages to protect the small-signal circuits from interference propagating toward the input/output terminals. Indeed, one approach to interference control is to make the electronic equipment "inherently immune" by providing high-integrity shielding in the cabinets and using high-tolerance input/output circuits.

### 3.1.2.3 Aperture Control

Most facilities require windows, doors, ventilation openings, access hatches, etc., which may also compromise the integrity of the shield. The penetration of external fields through apertures that are small compared to a wavelength is illustrated in Fig. 11. As shown in Fig. 11a, part of the electric field that would otherwise terminate on the outside surface of the shield fringes through the aperture where it may induce charges on internal cables. Similarly, some of the magnetic field that would otherwise be bounded by the surface current in the shield is permitted to fringe through the aperture, link an internal cable, and thereby induce a voltage in the cable (Fig. Ilb). If the aperture is large compared to a wavelength, the incident wave can shine through the aperture as illustrated in Fig. 12. Because the shortest wavelengths of concern


Fig. 11. Electromagnetic penetration of small apertures.


Fig. 12. Electrowagnatic penetration of a large aperture.,
in EMr hardening are of the order of 1 meter, the shine-through penetxation mechanism: usually occurs only at large windows and dours. Because the shine-through wave is attenuated ery little in the direction of propagation of the incident wave, however, almost the full incident EMP, peak field strength may be transmitted to the interior of the shield through large ayertures.

The fields penetrating a small aperture depend on the aperture size. Therefore, if a given area or wall opening is subdivided into small openings, the penetrating fields at an interior point will be reduced. Thus one common treatment for such openings is to cover them with a conducting screen or mesh, so that the large opening is converted into a multitude of small openings.

More reduction can be obtained with sacrifices in optical transparency and increased resistance to air flow by adding thickness to the screen. Then each small aperture becomes a tube through the wall and behaves as a waveg'ide beyond cutoff. Fields transmitted through a waveguide beyond cutoff are attenuated exponentially with distance alcng the guide, so that
rery large attenuation may be achieved by using many small tubes welded or brazed together in a honeycomb structure. Sketches of the magnetic field in the vicinity of a single aperture, an array of small apertures, and an array of waveguides beyond cutoff are shown in Fig. 13.


Fig. 13. Magnetic field penetration of apertures.

## ILLUSTRATIVE SYSTEM EXAMPLES

In this chapter we present illustrative analyses for four example systems: a rocket vehicle in flight, an aircraft, a ground-based system, and a satellite. In each case we discuss the system in general terms, decompose the system topologically, and then illustrate with numerical examples the system response to the EMP.

### 3.2.1 ROCKET VEHICLES IN FLIGHT

Typical elements of a multistage long-range rocket vehicle are shown in Fig. 1 together with a representative electrical wire harness and external cable raceway. The external cable raceway for interconnecting the guidance and control system with the downstage components is commonly used with monocoque motor construction. The raceway cable is used by the guidance and control system to control motor ignition, thrust vector (or other steering), stage separation, interstage fettison, and in some cases engine shutdown or thrust termination. The cable is also used to provide feedback on engine pressure, nozzle position, and other status or performance parameters to the control system. At staging, the wiring associated with the expended motor is jettisoned with the motor casing. The cable is usually provided with pull-away connectors to accommodate this operation, but mechanical and explosive cable cutters have also been used.

Smaller rocket vehicles used for ground-to-air, air-to-air, or air-to-ground missiles have similar components, but these are often one or two-stage vehicles and are usually smaller than the long-range, multistage vehicle. Smaller vehicles using forward-looking radar, infrared, or other target-seeking systems may also have the guidance and control package forward of the payload, rather than aft of the payload, as is usual in long-range vehicles. Finaliy, because the time of flight of the soaller vehicles is short, the in-flight characteristics of these vehicles are often less important than the pre-1aunch characteristics, insofar as interaction with the EMP is concerned. The electromagnetic characteristics of the long-range multistage vehicle will be examined in this section.


Fig. 1. Multistage rocket vehicle, wiring, and cable raceway.

Representative wiring in the vicinity of the payload and guidance and control syatem is illuscrated in Fig. 2. As illustrated, the raceway cable originates in the guidance and control system and then branches to supply the downstage motor and staging functions. Other wiring associated with the guidance and control system may include telemetry or commanicstion antenna cablea and cabling to provide payioad coverremoval, activation, and ejection. An umbilical connector to accomodate ground checkout and pre-launch functions is also located on or near the guidance and control system. When the umbilical cable is removed during launch, the pins of the umbilical connector may be exposed to the EMP environment. Deadfacing connectors that cover, retract, or break contact with the pius may be used to reduce this exposure.


Fig. 2, Typical payload and guidance cabling.

Representative wiring in an interstage area is shown in Fig. 3. The wiring in this region supports engine ignition and engine pressure monitoring, staging ordnance initiation, and perhaps thrust termination or motor destruction (for aborting the mission) on the downstage motor, and nozzle or thrust vector control and interstage-removal ordnance initiation for the upstage motor".

The sensitive circuits in a rocket vehicle are mainly in the guidance and control package, which contains small-signal digital electronics for computing the vehicle trajectory and providing error-correction commanda to the rocket siceering system. Additional sensitive circuits may be found in the steering system (near the motor nozzles) and in the staging ordnance system (electro-explosive devices).


Fig. 3. Typical interstage cabling.

### 3.2.1.1 System Topology

The first principal shield for the all-metal rocket vehicle is the vehicle skin and raceway cover. Because high strength-to-weight-ratio composite materials are displacing metals for large motor casings, however, it is common for one or more of the motors to be electromagnetically transparent. As illustrated in Fig. 4, the first principal shield is then transferred from the metal motor casing shown on the left in the figure to the raceway and interstage structure shown on the right. The current density on the raceway will usually be larger on the nonmetallic rocket than on the all-inetal vehicle, and unless particular care is exercised in maintaining the shielding integrity in the interstage area and at raceway Joints, the effectiveness of the first principal shield on the nonmetalifc vehicle may be considerably less than that on the all-metal rocket.

Compromises in the first principal shield often occur at joints in the vehicle skin between stages, at joints in the cable raceway covers, and


Fig. 4. First-layer shielding for rocket vehicles.
at access ports on the interstage structure or on the skin of the guidance and control system. The shield is also compromised at the aft end of the vehicle where the end of the raceway cable and some of its branches may be exposed. In addition, the umbilical connector and any openings for antennas on the vehicle are also potential penetration points.

A portion of the second principal shield for a typical rocket vehicle is illustrated in Fig. 5. The second principal shield is composed of the raceway cable shield; the housings for the electro-explosive devices, transducers, and nozzle control systems; and the guidance system container. The umbilical connector may constitute an abrogation of the two-layer shielding topology if conductors from this connector are connected directly


Fig. 5. Second-layer shielding for rocket vehicle circuits.
to small-signal circuits inside the guidance system. Deadfacing or wirecutting operations may partially restore the two-layer shielding after the umbilical cable from the launch equipment is removed.

Leakage through the second principal shield may occur at connectors and along the raceway cable shield. EMP-induced interference penetrating the connector shells and cable shield can propagate along the internal conductors to the guidance and control system and to the electro-explosive initiators and nozzle control systems. EMP-induced interference can also enter the guidance and control system by means of leads from the umbilical connector and antennas.

In Sec. 3.2.1.2 through Sec. 3.2.1.4 numerical example calculations will be made for each of the events shown in the interaction sequence diagram (Fig. 6).

### 3.2.1.2 External Interaction

The interaction of an all-metal rocket with the incident EMP can be analyzed using the theory of cylindrical antennas. Because the configuration of the vehicle changes as the motors are expended and jettisoned, the antenna analysis may have to be repeated for several different


Fig. 6. Interaction sequence diagram for a rocket vehicle in flight.
configurations. A 3-stage rocket may have 3,4, or 5, nfigurations during its flight ( 4 if the third stage is jettisoned, 5 if the payload cover or shroud is also removed). These configuration changes primarily affect the amount of analysis required, rather than the techniques to be used. In the final configuration with the third stage and shroud removed, however, the vehicle may be more accurately characterized as a satellite than as a rocket.

A serious complication of the analysis is encountered if the effects of the motor exhaust plume are to be included. This complication results from the facts that the conductivity of the plume is much smaller than th $c$ of the metal skin and varies spatially within the plume, that the size and shape of the plume vary with altitude (Fig. 7), and that the electrical properties of the plume are not thoroughly understood. Nevertheless, the plume has the effect of extending the effective length of the vehicle and causing the current density at the aft end of the vehicle to be enhanced (see Sec. 2.1.2.3.2), as 11lustrated in Fig. 8.

For the rocket-vehicle example discussed here, an all-metal vehicle is considered and the effects of the plume are neglected. In addition, it is assumed that all foints and access openings are optically opaque, so that only the magnetic field significantly penetrates the first principal shield. The external interaction problem then reduces to that of determining the surface current density on the vehicle skin.

The current density at low and intermediate frequencies consists of two parts. The first part is produced by the interaction of the incident magnetic field with the conducting $\operatorname{skin}$ and is given by (ree Eq. (12) of Chap. 2.1)

$$
\begin{equation*}
J_{0}=\frac{2 H^{i}}{2-\alpha_{0}} \cos \phi \tag{1}
\end{equation*}
$$

when the electric vector is parallel to the axis of the vehicie. The net axial current produced by this interaction is zero, since the current induced on the front side 1 s in the direction opposite to that of the current on the back side.


The second part of the induced current is the electric dipule current produced by interaction of the vehicle with the axial electric field. At 1ow frequencies ( $h \ll \lambda$ ), this current is of the form (see Eq. (12) of Chap. 2.1)

$$
\begin{equation*}
J_{1}=\frac{j \omega \varepsilon_{0} a E^{i}}{2\left(1-\alpha_{0}\right)} \tag{2}
\end{equation*}
$$

at the center of the vehicle, where a is the radius of the vehicle. For $E^{i} / H^{1}=Z_{0}=120 \pi, \max \left(J_{0}\right) \geq\left|J_{1}\right|$ when

$$
\begin{equation*}
\mathrm{f} \leq \frac{1}{60 \pi^{2} \varepsilon_{0}{ }^{a}} \frac{1-\alpha_{0}}{2-\alpha_{0}} \tag{3}
\end{equation*}
$$

For a typical $\operatorname{ICBM}\left(\mathrm{L}=2 \mathrm{~h} \simeq 20 \mathrm{~m}, \mathrm{a} \approx 1 \mathrm{~m}\right.$ ), then $\alpha_{0}$ is, according to (14) of Chap. 2.1, approximately 0.9797 and the skin interaction current density $J_{0}$ is greater than $J_{1}$ for $f \leq 4 \mathrm{MHz}$. Thus, for fields that diffuse through the raceway cover, the current density $J_{0}$ induced by the magnetic field will dominate. On the ocher hand, the high-frequency penetration through foints and apertures and coupling to the raceway cable will be dominated by the dipole or "antenna" current $J_{1}$, because the coupled voltage has the form $j \omega J_{1}$, which emphasizes the high frequencies.

The complete dipole current at intermediate frequencies is given by (17) of Chap. 2.1. The EMP spectrum displays a $1 / \mathrm{f}$ behavior in the vicinity of the half-wave resonance at 7.5 MHz . Hence, the first resonance response of the vehicle to the incident EMP can be represented by the step responses in Fig. 4 of Chap. 2.1. For our example we will assume $H^{i}=E^{1} / 120 \pi=133 \mathrm{~A} / \mathrm{m}$, and the peak current at the midpoinc of the vehicle is then 5.8 kA , from Fig. 4 of Chap. 2.1.

### 3.2.1.3 Penetration of First Shield and Intermediate Interaction

The intermediate internal interaction problem is to determine the current induced on the shield of the raceway cable. The cable and raceway are treated as a leaky coaxial transmission line in which the shield is
the raceway and covers, and the center conductor is the raceway cable. This model is illustrated schematically in Fig. 9 for three vehicle configurations, The leakage through the shield occurs by diffusion through the covers, by a distributed longitudinal polarizability per unit length


Fig. 9. Excitation of raceway cable through apertures at cover foincs.
$\alpha_{m, z z}^{\prime}$ representing the longitudinal raceway joints, and by a distributed polarizability per unit length $\alpha_{m, \phi \phi}^{\prime}$ representing the annular joints between adjacent sections of the raceway cover, as illustrated in Fig. 10a.

The joint polarizabilities and the skin current density are used together with transmission-1ine theory to obtain the voltage and current induced on the raceway cable. Two solutions, one for distributed longitudinal joints and one for each of the distributed annular joints can be obtained for the raceway cable illustrated in Fig. 10a. However, for illustrative purposes we will use only one uniformly distributed transfer inductanse $L_{T}^{\prime}$ to represent all leakage through the shield. To further simplify this example, we will ignore the interstage regions and the associated lumped impedances $Z_{23}$ and $Z_{21}$ in Fig. 9. Thus we will model the three-stage vehicle raćeway as a single segment of a leaky transmission line, instead of three segements fis illustrated in Fig. 9.

(a) potorizability per unit length of raceway cover joints

(b) small dipole equivalent of umbilical connector pins

Fig. 10. Coupling parameters for raceway cover and umbilical connector.


#### Abstract

In addition, we will make an escinate of the open-circuit voltage induced on the pins of the umbilical connector illustrated in Fig. 10b.


### 3.2.1.3.1 Diffusion Through Skin

For a continuous metal raceway cover, the penetration of the missile current through the raceway cover is by diffusion only. To examine this effect we can use (4) of Chap. 2.4. The diffusion time constant $\tau_{\mathrm{A}}$ for a 40 mil ( 1 mm ) thick aluminum cover is

$$
\begin{equation*}
\tau_{d}=\mu \sigma d^{2}=44.5 \mu \mathrm{~s} \tag{4}
\end{equation*}
$$

and from Fig, 1 of Chap. 2.4 the frequencies that freely penetrate the cover are

$$
\begin{equation*}
\mathrm{f} \leq 1 / \tau_{\mathrm{d}}=22.5 \mathrm{kHz} \tag{5}
\end{equation*}
$$

Therefore, we are primarily concerned with frequencies well below the missile resonance frequency of 7.5 MHz (the diffused fields at 7.5 MHz are smaller by a factor of $10^{13}$ than those below 22.5 kHz because of shield attenuation at 7.5 MHz ). Furthermore, at 22.5 kHz , the $20-\mathrm{m}$ long vehicle is electrically short, and because the EMP pulse-width $\tau_{0}$ is short compared to $\tau_{d}$ the EMP appears to be an impulse of magnitude $H_{o} \tau_{0}$, where $H_{o}$ is the peak fucident magnetic field strength.

The open-circuit voltage induced at one end of the raceway cable when the other end is connected to the missile skin is then

$$
\begin{equation*}
V_{o c}=J w Z_{T}^{\prime} l \tag{6}
\end{equation*}
$$

where $w$ is the perimeter of the raceway cover, $\ell$ is the length of the missile and $Z_{T}^{\prime}$ is the transfer impedance of the raneway cover given by (4) of Chap. 2.4 with w replacing $2 \pi b$. Making this substitution one gets

$$
\begin{equation*}
V_{o c}(s)=\frac{2 H_{o} \tau_{o} \ell}{\sigma d} \sqrt{s \tau_{d}} \operatorname{csch} \sqrt{s \tau_{d}} \tag{7}
\end{equation*}
$$

which has the spectral form shown in Fig. 1 oi Chap. 2.4. The time-domain curve for $V_{o r}(t) o d \tau_{d} /\left(2 H_{o} \tau_{o}^{l}\right)$ is given in Fig. 113b of Chap. 2.1, from which

$$
\begin{equation*}
V_{p k} \simeq 5.9 \frac{2 H_{o} \tau_{o} \ell}{\sigma \tau_{d}} \simeq 4.56 \times 10^{-3} \mathrm{~V}, \quad \text { at } \mathrm{t} \simeq 4.0 \mu \mathrm{~s} \tag{8}
\end{equation*}
$$

It is thus evident that a continuous flawless raceway cover would provide adequate shielding for the raceway cable,since 4.6 mV on this cable should cause no damage or upset in the missile electronic equipment. A similar conclusion can be reached if a flawless cylindrical raceway cable shield (or conduit) were used instead of the raceway cover.

### 3.2.1.3.2 Leakage Through Joints

In practical applications the raceway covers are attached with threaded fasteners or quick-disconnect fasteners. Thus the cover is not electromagnetically flaviess because the cracks between fasteners permit the magnetic field to penetrate the covers. Such bolted joints characteristically permit magnetic fields to penetrate through the seam. This effect can be represented by a transfer impedance $Z_{T}^{\prime}=j \omega L_{T}^{\prime}$, as described in Sec. 2.4.1, Eq. (8). Note that in contrast to the diffusion case discussed above, this $j \omega L_{T}^{\prime}$ leakage increases with frequency; hence the high-frequency part of the spectrum is more important for this case.

Although the value of $L_{T}^{\prime}$ is not calculable for bolted and riveted joints, a typical value for the equivalent polarizability $\alpha_{m, z z}^{\prime}$ is $10^{-6} \mathrm{~m}^{2}$, which implies values of $\mathrm{L}_{\mathrm{T}}$ of the order of $1.0-1000 \mathrm{pH} / \mathrm{m}$.

The voltage induced per unit length on raceway cable is of the form

$$
\begin{equation*}
V^{\prime}(t)=L_{T}^{\prime} \frac{d I}{d t} \tag{9}
\end{equation*}
$$

where $I$ is the raceway current, a fraction of the total current on the missile. At the midpoint of the missile, this current is a damped 7.5 MHz sinusoid of 5.8 kA peak amplitude. Approximately $1 / 20$ of this current would flow on a 1 -foot wide raceway. Thus the peak raceway current is approximately 290 A, and

$$
\begin{equation*}
\left.\frac{d I}{d t}\right|_{\text {peak }} \simeq 2 \pi f_{1} I_{\text {peak }}=1.37 \times 10^{10} \mathrm{~A} / \mathrm{s} \tag{10}
\end{equation*}
$$

Hence, the voltage induced per meter is $13.7 \mathrm{~V} / \mathrm{m}$ for the larger value of $L_{T}^{\prime}$.

Because of propagation delays and nonuniform current distribution, the total open-circuit voltage induced on the cable is less than $\ell \times 13.7$ volts $=274$ volts; nevertheless, a voltage of this magnitudc is large enough to be of concern for small-signal electronic circuits operating at signal levels of the order of 1 volt. Therefore, it is apparent that the second layer of shielding is necessary to provide a safe margin of protection for circuits at the ends of the raceway cable.

Usually the cable shield, which forms the second principal shield for the raceway cable conductors, is connected to the vehicle structure at both ends. The current and voltage (or charge) on the shielded cable shortcircuited at both ends must thus be known in order to perform the next stage of the analysis - the penetration of the cable shield and interaction with the internal conductors. Although straightforward, the analysis of the transmission line with distributed sources is long and tedious (see Chap. 2.4) and is best performed with the aid of a computer.

We may obtain an estimate of the current in the shield at low frequencies ( $\ell \ll \lambda$ ) by observing that the impedance of the cable shield shorted at both ends is primarily inductive and is approximately given by

$$
\begin{equation*}
j \omega L=j \omega \ell L^{\prime} \tag{11}
\end{equation*}
$$

where $L^{\prime}$ is the inductance per unit length of the cable and raceway. For broadside incidence the induced voltage in the loop formed by the cable shield and its short-circuit terminations is

$$
\begin{equation*}
V(\omega)=j \omega \ell L_{T}^{\prime} I \tag{12}
\end{equation*}
$$

where $I$ is the current flowing in the raceway. Hence the cable current at low frequencies is

$$
\begin{equation*}
I_{t}=\frac{V}{j \omega L}=\frac{L_{T}^{\prime} I}{L^{\prime}} \tag{13}
\end{equation*}
$$

For a typical characteristic impedance of 40 ohms, $L^{\prime}$ is $0.133 \mu \mathrm{H} / \mathrm{m}$, and for $L_{T}^{\prime} \simeq 10^{-9} \mathrm{H} / \mathrm{m}$, the $\mathrm{t}: \therefore$ cable current is

$$
\begin{equation*}
I_{1} \simeq 7.5 \times 10^{-3} I_{\text {peak }} \simeq 2.2 \mathrm{~A} \tag{14}
\end{equation*}
$$

If the cable were not shielded, this current would flow on the wire bundle.
As the first resonance frequency $f_{1}$ is approached, however, the cable shleld circuit can no longer be accurately represented by a lumped source $V$ driving a lumped inductance $\ell L^{\prime}$.

### 3.2.1.3.3 Voltage on Connector Pins

If the umbilical connector is not deadfaced when the umbilical cable is removed, the pins may behave as small electric dipole antennas interacting with the surface electric field (or the surface charge density $\rho=\varepsilon E$ ) as illustrated in Fig. 10b. To estimate the open-circuit voltage induced on the pins, we need to know the effective height $h_{e}$ of the pins (as dipole antennas) and the surface electric field strength E. From the dimensions of typical umbilical connectors, we can estimate the effective height of the pins to be about 1 cm . Also, from the properties of cylinders having aspect ratios ( $\ell / a$ ) of 20 it is known that the surface field is on the order of the incident axial field except very near the ends or corners (where it is larger than the incident field) and near the center (where the surface field vanishes). If the umbilical connector is at neither of these locations, the open-cırcuit voltage induced on the pins is on the order of

$$
\begin{equation*}
V_{o c}=h_{e} E^{i} \tag{15}
\end{equation*}
$$

$\simeq 500$ volts (peak)
for the canonical $50 \mathrm{kV} / \mathrm{m}$ EMP. The antenna impedance ( $j \omega C)^{-1}$ is very large at most frequencies of interest ( $C \simeq 0.3-1 \mathrm{pF}$ ) and the antenna is loaded
with the chaxacteristic impedance of the internal wire ( $\simeq 100$ ohms), so that the decay time-constant for the voltage delivered to the wire is 30 to 100 ps (i.e., much less than the EMP rise time). Hence, even though the induced voltage on the pin is much larger than that induced by the raceway cover leakage, its effect on internal components may be less important because of the very short time-constant of the circuit. The use of deadfaced umbilical connectors ensures that this penetration path will be ineffective.

### 3.2.1.4 Penetration of Second Shield and Internal Interacition

As illustrated in Fig. 1la, the internal interaction analysis for the rocket vehicle consists of repeating the transmission line analysis using the raceway cable shield transfer characteristics driven by the cable current to obtain the voltage and current of the internal conductors of the raceway cable. For the internal conductors, only the current and voltage at the cable-ends (i.e., those delivered to the sensitive components) are of interest. These quantities arise from distributed diffusion and aperture leakage through the cable shield (Fig. 11b), and from discrete leakage at the cable connectors (Fig. 11c). As was noted in the intermediate interaction analysis, however, only the aperture leakage is significant for the EMP. The distributed transfer impedance and transfer admittance for most cable shield configurations are given in Sec. 2.4.1. The discrete transfer impedance for connectors may be obtained from empirical data.

Although the raceway cable is a multiconductor cable, it will be treated as a single-conductor cable (with shield) to simplify the analysis, and only the common-mode open-circuit voltage at the end of the cable will be determined. This voltage induced by the interaction of the incident EMP with the rocket vehicle will constitute the final result for this analysis. In addition, as was the case for the raceway, the current in the cable varies with position and frequency (or time). Because the solution of the transmission-1ine equations for the distributed raceway, shield, and internal wire currencs calculated at sufficient frequencies to obtain an inverse Fourier transform is very cumbersome, only a rough

(b)

(c)


Fig. 11. Voltage and current delivered to loads in guidance system and interstage components. (a) Shielded raceway cable and connectors; (b) voltage and current from distributed coupling (cable shield); and (c) voltage and current from discrete coupling (connectors).
estimate of the currents will be made. Estimates similar to those made above for the voltage and current induced in the raceway cable will also be made for the internal wire current and voitage.

### 3.2.1.4.1 Cable Shield Parameters

The leakage through the braided wire shield of the raceway cable is determined by the transfer inductance and the charge trangfer frequency defined in Sec. 2.4.1. For our example, we will assume the following cable shield properties:

$$
\begin{array}{ll}
\text { cable radius } b-1 \mathrm{~cm} & \text { wire size in braid } d=0.15 \mathrm{~m} \\
\text { weave angle } \psi=30^{\circ} & \text { no. wires per carrier } \mathfrak{n}=10 \\
\text { coversge } K=0.9 & \text { no. carriers in shield } N=50
\end{array}
$$

Then from (14) and table 2 of Chap. 2.4, the transfer inductance is

$$
\mathrm{L}_{\mathrm{Tc}}^{\prime}=0.275 \mathrm{nH} / \mathrm{m}
$$

and from (19) and table 4 of Chap. $2.4\left(\varepsilon_{r}-2.3\right)$ the charge transfer frequency is

$$
\Omega_{T}=j 9.9 \times 10^{6} \omega C^{\prime}
$$

where $C$ ' is the capacitance per unit length between the inner conductors and the shield. These transfer parameters are used to define the series and shunt aources driving the internal conductors in the csble. These sources, given by (1) and (2) of Chap. 2.4 are

$$
\begin{align*}
& V^{\prime(s)} \propto j \omega L_{T c}^{\prime} I_{t}(z, s), \quad\left(\omega L_{T c}^{\prime} \gg R_{b}^{\prime}\right) \\
& I^{\prime(s)}=\Omega_{T} Q_{t}^{\prime}(z, s) \tag{16}
\end{align*}
$$

where $I_{t}$ and $Q_{t}^{\prime}$ are the total current and total charge per unit length on the cable.

### 3.2.1.4.2 Internal Wire Voltage

The driving sources given by (16) are space- and frequency-dependent, and because the cable is electrically long at the frequencies that freely penetrate the shield, a transmission-line solution of the type described in Sec. 2.4.2 is required to obtain the current and voltage on the internal conductor. A crude estimate of the internal wire voltage is obtained from the low-frequency approximation

$$
\begin{align*}
V_{o c}(t) & \simeq 2 L_{T c}^{\prime} \frac{d I_{t}}{d t} \\
& \simeq 2 L_{T c}^{\prime} \frac{L_{T}^{\prime}}{L^{\prime}} \frac{d I}{d t} \tag{17}
\end{align*}
$$

where $I$ is the raceway current which is approximated by a 290 A sinusoid. Using (10) for the value of $\mathrm{dI} / \mathrm{dt}$ one finds the peak open-circuit voltage to be

$$
\begin{equation*}
\left.\mathrm{V}_{\mathrm{oc}}(\mathrm{t})\right|_{\text {peak }} \propto 0.57 \text { volts } \tag{18}
\end{equation*}
$$

This is to be compared with 274 volts calculated earlier for the unshielded raceway cable. The addition of the braided wire shield has thus reduced the open-circuit induced voltage on the raceway conductors by a factor of almost 500.

This example has provided some insight into the interaction of a rocket vehicle with the EMP and some representative excitation levels at points of interest in the vehicle. However, the low-frequency approximations used for the internal conductor analysis are very crude and should be used only for a rough estimate of the response. In a rjgorous application to a system, the skin current density and the raceway cable current and voltage must be determined at enough points along the vehicle to define standing waves at the highest frequency of interest. That is, the distributed driving sources must be defined and the transmission-1ine theory must be used to calculate
the internal wire current or voltage. Such an approach is particularly important in the rocket vehicle example because the resonances of the vehicle and the cable shield occur at approximately the same frequencies, and may have the effect of a double-tuned transformer in enhancing the interaction of the interior wire with the EMP field at selected frequencies.

### 3.2.2 AIRCRAFT

### 3.2.2.1 General Description of Aircraft

### 3.2.2.1.1 A1rframe and Fquipment

Although aircraft interaction with the EMP has some similarities with rocket vehicle interaction, there are many significaut differences. Aircraft undergo fewer configuration changes in flight than do multistage rocket vehicles; their principal axes (wirg and fuselage) are horizontal rather than vertical; their engines produce no conductive plume; and their flight trafectory in the atmosphere is predominantly horizontal rather than vertical. Until recently, most military and commercial aircraft were of all-metal construction. While the all-metal airframe is still the norm, the introduction of composite materials such as glass fiber or carbon fiber-refnforced epoxy is an increasingly common deviation from this norm.

Aircraft are also equipped with extensive systems designed to accommodate the flight personne1 - a fact that, on the one hand, makes the aircraft more complicated than the rocket vehicle and, on the other hand, makes the aircraft somewhat less dependent on automatic navigation and control systems. In the intermediate interaction regions, aircraft are considerably more complex than rocket vehicles because of the ubiquitous wiring, hydraulic tubing, control cables, and heat and ventilation ducting. In addition to elaborate environmental control systems, the aircraft contains a power plant and its derivatives, flight controls, and radio systems for communication and navigation. Except for some of the radio antennas, these systems are all within the mold lines of the airframe.

In addition to these flight systems, the aircraft will have "payload" systems related to its mission. Thus, for example, the aircraft may be equipped with fire control systems, bomb sights, terrain following systems, electronic countermeasures, IFF transponders, and many other mission-oriented systems. Fighters and bombers may carry external stores. of weapons or fuel in pods on wing tips or on pylons under the wings. Such external stores may be jettisoned, thereby altering the shape of the vehicle, and they may contain electronic circuits that are critical to the aircraft mission.

Although the wide variety of mission payloads precludes a detailed description of each here, it is observed that the systems that require greatest EMP immunity are those containing small-signal electronic circuits. Since many of these circuits are digital in modern gystems, they tend to be more susceptible to transients than the older analog circuits. It is also remarked that mission-oriented systems have grown increasingly sophisticated and susceptible to EMP effects with the development of high-performance, low-power integrated circuit components. The same remarks apply to flight systems. Hence, ensuring the ability of the aircraft to perform its intended functions in an EMP environment (or after exposure to one) is made more difficult by these advances in technology.

### 3.2.2.1.2 Power Plant and 1ts Derivatives

The power plant usually consists of one or more turbine engines which provide the power for propelling the aircraft as well as for generating electricity, hydraulic power, and auxiliary power in the form of compressor. bleed air. Supporting the power plant are: (a) the fuel system, which consists of the fuel tanks, pumps, gauges, and purging or venting systems; (b) engine controls such as the throttle, afterburner, and thrust reverser controls; (c) performance monitoring systems for engine pressure ratio, temperature, oil pressure, engine speed, etc.; and (d) protection systems such as fire warning sensors and fire extinguishers. Some of these items are illustrated in Fig. 12. The power plant is composed of mechanical and


Fig. 12. Typical elements and cabling associated with the aircraft power system.
electromechanical components that are relatively imme to electrical transients. However, alternator controls, rectifiers, and controls for aircraft electrical power derived from the engine power often contain small-signal electronic circuits that require considerable protection.

### 3.2.2.1.3 Flight Control

The flight control cystem is made up of the control surfaces, control cables, the stick, rudder pedals, trim controls and servomechanisms associated with flight control. The control surfaces are shown in Fig. 13 and include the ailerons, elevators, rudder and speed brakes used in flight, and the flaps and spoilers used in takeoff and landing. Steel cables from the crew cabin to the control surfaces are used as the primary link betwoen the crew and the control surfaces. However, actual movement of a control surface may be done by hydraulic or electrical actuators or by an aerodynamic boost device. In addition, because human reflexes are


Fig. 13. Control surfaces on a modern jet transport.
often incompatible with the aerodynamic responses of the aircraft, servomechanisms and autopilots are used to aid the crew in maintaining stable flight. Gyros, compasses, altimeters, and other instruments used with these servomechanisms thus become a part of the flight control system. The flight controls are typically mechanical or electromechanical systems, but servomechanisms and autopilots contain small-signal electronic circuits that require protection from EMP-induced currents.

### 3.2.2.1.4 Radio Systems

The radio compunication and navigation systems permit the crew to communcate with the ground and with other aircraft, and assist in fixing the aircraft position and in identifying and avoiding flight hazards such as thunderstorms, enemy aircraft, or other aircraft on a collision course. The communication systems in common use are VHF and UHF radio, but HF is often used on over-the-ocean flights, and VLF ra ${ }^{1}$ io is used on some special-purpose aircraft. The antennas for some of these systems are
illustrated in Fig. 14. Navigation aids in common use are radio direction and range-finding systems (VOR, ADF, DME). Sophisticated ground-mapping and terrain-following systems are found on some advanced military aircraft. Most aircraft also carry weather radar, and military aircraft often have IFF and ECM systems. All of these systems contain extensive small-signal


Fig. 14. (a) Some antennas on aircraft; (b) wire antennas and flush-mounted antemnas.
electronic circuits that require protection from the EMP. Furthermore, all of these systems use antenna elements that are directly exposed to the external charges and currents induced on the airframe by the EMP.

### 3.2.2.1.5 Environmental Control Systems

Environmental control equipment required to accommodate the filght crew and passengers includes cabin pressurization, heating and air conditioning, oxygen supply systems, lavaturies, ejection systems, windows and similar accouterments. Most of these items are relatively immune to the EMP, and many are not critical to the aircraft mission. Nevertheless, examination of these components is always prudent. For example, a window may be presumed to be immune to the EMP, but the compromise it makes in the shielding ability of the skin may be important to other onboard equipment. Also, seemingly unimportant changes in technology may produce significant ramifications in the susceptibility of the aircraft to the EMP. As an example, the Iow-cost and fiexibility of microprocessors has led to widespread applications of these components In areas not heretofore considered. Therefore, many devices that were formerly mechanically or electromechanically operated and were th refore immune to the EMP are now electronically controlled and potentially susceptible.

### 3.2.2.2 Aircraft Topology

Most electronic components in conventional all-metal aircraft can be viewed as having two principal electromagnelic shielding surfaces. The first principal shield is provided by the metal skin of the aircraft, and the second is provided by the metal equipment cases. For structural and functional reasons, "he volume inside the skin is often partitioned by bulkheads and decks, as illustrated in Fig. 15. Thus the volume inside the first principal shielding surface is cellular, or in the terminology of Part 1, it is divided into elementary volumes or subvolumes. For example, the equipment bays near the nose of the airclaft, the pressurized crew compartments, the bomb bays, the wheel wells, etc, are each nominally closed elementary volumes inside the first shield. Similar partitions


Fig. 15. Elementary volumes within the aircraft.
occur in the wings and empernage between the fixed and moving parts (see Fig. 13) and betwoen the fuel cells and the leading and trailing edge regions of the wings.

Compromises of the first principal shield occur at windows, doors, cable and plumbing penetration points, and at riveted joints in the skin. The pressurized main cabin in Fig. 15, although potentially well shielded, may receive EMP fields through windows and imperfect door seals and skin joints, but probably more important will be the currents entering the cabin on electrical wiring and control cables that are exposed to the external EMP in the wings or under non-metalilic skin sections or fairings. In the equipment bays, electrical wiring, hydraulic tubing, heating and ventilation pipes, control cables, and other plumbing may permit interference to propagate from one elementary volume to another. Therefore, the environments in elementary volumes that are potentially independent of one another may in fact be closely related because of the many conducting wires and tubes passing through the separating walls.

The second principal shield, the equipment cases, houses the smallsignal circuits. The equipment is packaged for installation in equipment racks in the crew cabin or is mounted in one of the equipment bays. . Therefore, each item of equipment is usually small enough to be handplaced and each carries its own shield. A typical avionic system is made up of several such packages intercunnected with cables as illustrated in Fig. 16. The second principal shield is thus composed of several potentially independent regions; however, unlike the first principal shield, these regions do not often share a common wall, although they may be separated by a common first wall as in Fig. 16. Alternatively, the individual equipment shields may be interconnected through the cable shields to form a single shield of irregular shape, as shown in Fig. 17.


Fig. 16. Typical aircraft topology with unshielded interconnection cables.


Fig. 17. Typical aircraft topology with shielded interconnecting cables in the cabin.


Fig. 18. Topology for a radio system.

The topology for a radio system with an external antenna is particularly interesting because of the external environment inside the antenna cable. Fig. 18 illustrates a radio receiver with a dipole antenna connected to the receiver by a coaxial cable. The receiver cabinet and RF terminal structure must provide two layers of shielding to be topologically consistent with the remainder of the two-layer shield system. As shown in Fig. 18, this may be achieved by employing a tuned matching network or coupler and a tuned $\mathrm{Rr}^{r}$ stage, although in practice these shield-preserving components may not be as distinct as those shown in the illustration.

Because avionic equipment is often supplied, already packaged and ready to mount, the airframe manufacturer may have little control over the equipment case and its interior. He usually controls the interconnecting cable design and installation, however, 'so that he may be required to determine whether the cables should be unshielded, as in Fig. 16, or shielded as in Fig. 17. The correct choice will depend on the sensitivity of the equipment, the quality of the environment inside the first shield, and on the cost and weight of cable shielding compared to equipment terminal protection (or other techniques for maintaining the integrity of the second principal shield).

To provide further EMP hardness for certain components a third principal shield may be required, an example of which is the cable shield with a cable conduit. In principle, one may introduce a third principal shield, and so on, to reduce the interference to as small an amount as one pleases, but the penalty of cost and weight of shielding will be increased.

In the two sections that immediately follow, example calculations will be made for several interaction paths. Fig. 19 is the interaction sequence diagram that threads all the example calculations together.

### 3.2.2.3 External Interaction

### 3.2.2.3.1 Airframe

The interaction of a flying aircraft with the EMP induces current flow, and therefore charge displacement, on the airframe. Typical quasi-static


Fig. 19. Interaction sequence diagram for the aircraft example calculations.
airframe currents and charge displacements are shown in Fig. 20 for the fuselage and wing excitations. Because the airframe of a medium-sized transport aircraft resonates at a few MHz (e.g., the KC-135 resonates at about 2.5 MHz ), the high-altitude EMP spectrum excites the first resonance and many higher order natural modes.

These induced skin currents and charges determine the interaction of the EMP with the aircraft's interior. That is, the penetration of the EMP through a window, the excitation of a small antema, and the diffusion of flelds through the skin are all dependent on the nature of the local EMPinduced currents and charges on the airframe. Because the aircraft's outer skin is for the most part composed of a highly conducting metal, such as aluminum or titanium, the metal skin can be considered a perfect conductor for determining the skin current and charge density. The mathematical problem of calculating the skin currents and charges is then


Fig. 20. Quasi-static current paths and charge distributions induced on an airframe.
a problem in electromgnetic scattering by a perfectly conducting body. The difficulty of auch a problem depends on the complexity of the scattering object, which in the case of aircraft is very great. In aircraft external interaction analysis, one is uaually limited to modeling an alrcraft with simple geometrical shapes sucn as crossed pipes. For the stick (or crossed pipe) model illustrated in Fig. 21, computer codes have been developed to predict the values of induced currents and charges at low and intermediate frequencies (see Sec. 2.1.2.1.4).

If a substantial fraction of the skin is composed of partially conducting composite materials such as carbon fiber laminates, the resulting reduction of the skin conductivity complicates the response characteristics of the aircraft skin to an EMP. Consequently, the external interaction problem for an aircraft equipped with a partially composite skin is more difficult than the corresponding problem for an entirely metallic skin. Nonconducting composites such as glass or aramld fiber laminates are, of course, transparent to the EMP. Small nonconducting composite sections may be treated as apertures in the metal skin.


Fig. 21. A stick model of an aircraft used in the aircraft BMP external interaction calculation.

The external interaction of aircraft equipped with long trailing-wire antenas for low-frequency commanication systems (e.g., LF-VLF) is unique because in this case, the charactaxistics of the antenna rather than the airframe dominate the low-rrequency response. In the context of electro mignetic scattering, the airframe behaveg as a small blob at the end of a very long wire (Fig. 22). Thus wavelengths of several kilometers, which are asgociated with low-frequency and quasi-static responses for most aircraft, are associated with the intermediate frequencies on aircraft with trailing-wire antenas (see Sec. 2.1.2.3.1).

Another important configuration to be congidered is the "ground-alert" configuration in which the aircraft is parked on the ground with ground support equipment attached. In this configuration, the wheels are down, the external stores are inatalled, the canopy (or cabin door) is open, and a ground power cable and ground wire are attached. The excitation of the parked aircraft by the EMP also differs from that of the aircraft in flight in that the incident wave is reflected by the ground, after which the reflected wave also interacts with the aircrait (see Sec. 2.1.2.1.4d).

In either the flight or ground-alert configurations, the complete response of the airframe to the EMP is very complex and difficult to describe comprehensively. This difficulty results from the complex shape of the aircraft and the broadband apectrum of the EMP excitation. Because of these fastors, a complete description of the surface charge and current


Fig. 22. Aircraft with LF/VLF trailing-wire antenna deployed.
densities everywhere on the aircraft is almost never attampted. It is adequate for EMP interaction studies to obtain the charge and current densities at a few specific points on the airframe, such as the poince where antennas are mounted, where windows or albedo or sextant ports are located, where there are doors or access plates, or where there are cracks, seams, or nonmetallic skin sections.

### 3.2.2.3.2 UHF Antenna

As an example we will examine the current and charge in the vicinity of an antenna such as a UHF blade antenna near the nose of the aircraft. The charge density at the nose of an EC-135 aircraft is shown in Fig. 30 of Chap. 2.1. From Fig. 65 of Chap. 2.1 one can find the effective height $h_{e}$ and the impedance $Z_{\text {in }}$ of the UHF blade antenna. The open-circuit voltage induced at the terminals of the antenna's connector is

$$
\begin{equation*}
V_{o c}=h_{e^{\rho / \varepsilon_{0}}} \tag{19}
\end{equation*}
$$

where $p$ is the charge density which would exist on the skin of the aircraft at the location of the antenna if the antenna were removed.

It is apparent from Fig. 65 of Chap. 2.1 that the effective height of the UHF antenna is small (less than 0.5 cm ) for frequencies below 100 MHz . It is also apparent from Fig. 30 of Chap. 2.1 that the charge density $\rho$ is very large ( $10 \varepsilon_{0} E^{1}-100 \varepsilon_{0} E^{1}$ for the frequencies shown). Because the EMP source spectrum is weak above $20-100 \mathrm{MHz}$, the antenna response in this region of the spectrum is also weak. However, in the vicinity of 2.5 MHz , the source is aignificant and the charge density on the skin is enhanced by the fuselage first resonance.

Because of the shunt across the UHF blade antenna (Fig. 64, Chap. 2.1) the autenna characteristic at low frequencies is

$$
\begin{equation*}
h_{e} \approx h_{e}^{\prime}(f \omega)^{2} L C_{a} \tag{20}
\end{equation*}
$$

where $L$ is the inductance of the shunt ( $L=27.6 \mathrm{nH}$ ), $C_{a}$ is the antenna capacitance $\left(C_{2} \approx 2 p F\right)$, and $h_{e}^{\prime}$ is the effer ive height of the antenna
before shunting ( $h_{e}^{\prime} \simeq 0.2 \mathrm{~m}$ ). Because $L, C_{a}$ and $h_{e}^{\prime}$ are all nearly independent of frequency at frequencies below $20 \mathrm{MHz}, \mathrm{h}_{\mathrm{e}}$ increases approximately as $\omega^{2}$ in this region, whereas the EMP spectrum is falling as $\omega^{-1}$ throughout most of this region. Thus, if the normalized $\bar{\rho}(\omega)$ in Fig. 30 of Chap. 2.1 represents the impulse spectrum of the charge density, the antenna response to the EMP will look like the derivative of the impulse response; that is,

$$
\begin{align*}
& V_{o c}(\omega) \simeq K f \omega \bar{\rho}(\omega)  \tag{21}\\
& V_{o c}(t) \simeq K \frac{d}{d t} \bar{\rho}(t)
\end{align*}
$$

where $K=E_{o} h_{e}^{\prime} L C_{a} \approx 5.5 \times 10^{-16}$ and $E_{0}^{\prime}=5 \times 10^{4} \mathrm{~V} / \mathrm{m}=$ amplitude of $\vec{E}^{1}(t)$.
While the inverse transform of the charge density spectrum can be obtiained numerically, an estimate of the transient charge density can be obtained from the spectral peak magnitudes and bandwidths of the two resonances displayed in Fig. 30 of Chap. 2.1.

A simple resonant circuit may be represented by the transfer function

$$
\begin{align*}
& \frac{V(s)}{V}=\frac{1}{s^{2}+2 \zeta \omega_{0} s+\omega_{0}^{2}}  \tag{22}\\
& \frac{V(t)}{V_{0}}=\frac{1}{\omega_{0} \sqrt{1-\zeta^{2}}} e^{-\zeta \omega_{0} t} \sin \left(\omega_{0} \sqrt{1-\zeta^{2}} t\right) u(t)
\end{align*}
$$

where $\omega_{0}$ is the undamped natural frequency and $\zeta$ is the damping ratio for the circuit (e.g., for an RLC circuit, $\omega_{0}=(L C)^{-1 / 2}$ and $\zeta=1 /(2 Q)=$ $\left.R C \omega_{0} / 2=R /\left(2 \omega_{0} L\right)\right)$. The properties of the resonance that are important are the magnitude of the spectrum at the peak ( $s=j \omega_{o}$ ), namely

$$
\begin{equation*}
\left|v\left(j \omega_{0}\right)\right|=\frac{v_{0}}{2 \zeta \omega_{0}^{2}}=\frac{v_{0}}{\omega_{0} \Delta \omega} \tag{23}
\end{equation*}
$$

the resonance frequency $\omega_{0}$, and the bandwidth $\Delta \omega$ at 3 dB below the peak. These properties are illustraled in Fig. 23a. The impulse response of the circuit is shown in Fig. 23b where it is apparent that the impulse response is a damped sinusoid with a peak value of about $V_{0} / \omega_{0}$.

For the two resonances shown in Fig. 30 of Chap. 2.1 for $\bar{p}(\omega)$, we have

|  | $\# 1$ | $\# 2$ |
| :--- | :---: | :---: |
| magnitude | 110 | 90 |
| bandwidth | 0.4 MHz | 1 MHz |
| frequency | 2.5 MHz | 4.2 MHz |

and in the time domain we have two damped sinusoids superimposed on one another. The damped sinusoids stimulated by the incident field have the properties

|  | \#1 | \#2 |
| :---: | :---: | :---: |
| peak amplitude | $276 \times 10^{6}$ | $565 \times 10^{6}$ |
| damping time constant | $0.795 \times 10^{-6} \mathrm{sec}$ | $0.318 \times 10^{-6} \mathrm{sec}$ |
| fundamental frequency | 2.5 MHz | 4.2 MHz |



Fig. 23. Simple resonant-circuit spectrum and impulse response.

The time derivatives of these impulse responses, which approximate the opencircuit voltage at the antenna terminals, give the EMP responses:

|  | \#1 | \#2 |
| :---: | :---: | :---: |
| peak amplitude | 2.4 volts | 8.2 volts |
| damping time constant | $0.795 \times 10^{-6} \mathrm{sec}$ | $0.318 \times 10^{-6} \mathrm{sec}$ |
| fundamental frequency | 2.5 MHz | 4.2 MHz |

Therefore, it appears that the response of the UHF antenna to the EMP is dominated by the aircraft resonances and has a peak open-circuit voltage of a few volts. This result is consistent with the observations that the antenna is small and effectively shorted by the transmission-iine stub throughout most of the EMP spectrum. The response calculated is for the antenna mounted on the nose where the charge density is enhanced. At more common locations on the fuselage, the charge density is lower by an order of magnitude.

This benavior is fairly typical of small antennas with built-in lightning protection and coupling networks. The few volts delivered to the coaxial center conductor are usually well within the tolerance of the receiver/transmitter terminals; furthermore, this signal is shielded from the interior of the aircraft by the coaxial cable shield. Thus EMP coupling to such antennas is usually not a major problem.

### 3.2.2.3.3 HF Fixed-Wire Antennas

To estimate the response of the $H F$ fixed-wire antenna to an incident EMP let us examine Fig. 91 of Chap. 2.1 and the spectrum of a doubleexponential pulse. The asymptotic behavior of a duble-exponential pulse is shown in Fig. 24, where it is noted that for frequencies below $f_{1}$ (times greater than $\tau_{f}$ ), the incident pulse behaves as an impulse of magnitude $E_{o} \tau_{f}$, while for frequencies between $f_{1}$ and $f_{2}$ (times between $\tau_{r}$ and $\tau_{f}$ ), the pulse behaves as a step function of magnitude $E_{0}$. For the doubleexponential $\mathrm{EMP}, \mathrm{f}_{1} \simeq 0.6 \mathrm{MHz}$ and $\mathrm{f}_{2} \simeq 40 \mathrm{MHz}$, so that the large 5 MHz resonance in $h_{e}$ in Fig. 91 of Chap. 2.1 falls in the step-function region of the EMP spectrum. Thus we may estimate the antenna response by obtaining


Fig. 24. Double-exponential puise spectrum in log-log scale.
the step-function response of the simple resonant circuit described above. For the unit-step function excitation, the response is

$$
\begin{equation*}
V(t)=\frac{v_{0}}{\omega_{0}^{2}}\left[1+\frac{1}{\sqrt{1-\zeta^{2}}} e^{-\zeta \omega_{0} t} \sin \left(\omega_{0} \sqrt{1-\zeta^{2}} t-\varphi\right)\right] u(t) \tag{24}
\end{equation*}
$$

where $\varphi=\tan ^{-1}\left(\sqrt{1-\zeta^{2}} / \zeta\right)$. For high-Q circuits $(\zeta \ll 1)$ the step-function response consists of a sinusoid of peak magnitude $V_{0} / \omega_{0}^{2}$ superimposed on a step of the same amplitude as illustrated in Fig. 25.

The "resonance" of he in Fig. 91 of Chap. 2.1 at 5.2 MHz has a peak magnitude of about 1000 m and a bandwidth of about 0.2 MHz . The bandwidth


Fig. 25. Step-function response of a simple resonant circuit.
and resonance frequency lead to a damping ratio $\zeta=0.02(Q=26)$, and so the high-Q approximation can be used. Also, 5.2 MHz is in the "stepfunction" region of the EMP spectrum; thus the response to a $5 \times 10^{4} \mathrm{~V} / \mathrm{m}$ step excitation will be used. Since

$$
\frac{v_{0}}{\omega_{0} \Delta \omega}=1000 \quad \text { when } \omega_{0}=2 \pi \times 5.2 \times 10^{6}
$$

we have $V_{o} / \omega_{0}^{2}=38.5$. The peak open-circuit voltage induced at the terminals of the fixed-wire antenna by the $50 \mathrm{kV} / \mathrm{m}$ incident $E M P$ is then

$$
\begin{equation*}
\left.V(t)\right|_{\mathrm{pk}}=5 \times 10^{4} \times 2 \mathrm{~V}_{\mathrm{o}} / \omega_{\mathrm{o}}^{2}=3.85 \mathrm{MV} \tag{25}
\end{equation*}
$$

There is also a smaller, broader resonance at 1.7 MHz in Fig. 91 of Chap. 2.1 ; this is apparently the airframe first resonance, and the peak induced voltage at this frequency is about 0.4 MV . Thus the response at 5.2 MHz dominates $t^{1}$,e antenna response.

In Fig. 91a of Crap. 2.1 it is seen that the antenna input impedance is approximately $6 \times 10^{4} \mathrm{ohms}$ at 5.2 MHz . Hence the antenna behaves as a current source supplying a short-circuit current $V_{o c} / Z_{i n}=3.85 \times 10^{6} / 6 \times$ $10^{\prime \prime}=64 \mathrm{~A}$ to any load impedance small compared to $6 \times 10^{4}$ ohms. If a

50-ohm matched coaxial cable is used between the antenna and the receiver, this cable will carry 64A on the center conductor and the braided-wire shield. As indicated in Fig. 26, the voltage between the center conductor and the shield would be 3.2 kV , certainly enough to damage the receiver if the TR switch was not activated by the EMP induced pulse.

### 3.2.2.4 Internal Interaction

### 3.2.2.4.1 Fixed-Wire Cable Crosstalk

A question remains regarding the effect this EMP-induced voltage migh $\dagger$ have on other avionics on the same aircraft. Some of the EMP-induced signal will leak out of the braided wire shield used on typical coaxial transmission line and excite other nearby cables. A typical leakage inductance for the $50-\mathrm{ohm}$ RG-213 cable is $0.25 \mathrm{nH} / \mathrm{m}$. The voltage per meter developed outside the cable by the 64A current inside is

$$
\begin{equation*}
V^{\prime} \simeq \omega_{0} L_{\ell}^{\prime} I=0.52 \mathrm{~V} / \mathrm{m} \tag{26}
\end{equation*}
$$



Fig. 26. Voltages and current induced by a $50 \mathrm{kV} / \mathrm{m}$ double-exponential pulse on HF fixed-wire antenna components.

Electric coupling between the Jraid shield and the external conductor has been neglected in this analysis. For the E-4 aircraft, 20 m of this cable may be required between the antenna and the receiver, so that as much as 10 volts could be developed on other conductors in the same bundle by leakage out of the antenna feed cable as indicated in Fig. 26. This assumes no coupler at the antenna terminals; a coupler is usually installed near the antenna terminals which, unless it were tuned to $\omega_{0}$, would attenuate the EMP-induced signal.

Although 10 volts is not a large transient for the interior of the aircraft, it is large enough to upset logic circuits unless the circuits are protected by an additional layer of shielding. Furthermore, because of uncertainties in the estimates leading to the 10 -volt result, a safety margin of perhaps an order of magnitude is desired.

### 3.2.2.4.2 Wires Near Aperture.

Interaction of the EMP with conductors inside the aircraft by means of fields penetrating apertures, such as windows, hatches, or doors, is also of interest. Such interaction is particularly likely in the vicinity of the cockpit where windows or canopies are required for operator visibility, and in wheel wells and bomb bays where large doors and poor slectromagnetic seals can permit significant penetration.

Let us consider a wire bundle routed near a window as illustrated in Fig. 27a. The window and wire bundle can be represented as an aperture and a wire as shown in Fig. 27b. For the wire close to the wall (h/ $R_{0} \simeq 0.1$ ) and not too close to the edge of the window $\left(\ell / R_{0}<2\right)$, the data of Figs. 2 and 3 of Chap. 2.2 can be used. The open-circuit voltage induced on the wire by a surface tangential magnetic field $H_{S C}$ perpendicular to the wire is

$$
\begin{equation*}
V_{o c}=f_{s} j \omega \mu_{o} h \alpha_{m} H_{s c} /\left(\pi R_{o}^{2}\right) \tag{27}
\end{equation*}
$$

where $f_{s}$ is the small-hole correction factor given in Fig. 3 of Chap. 2.2, and $\alpha_{m}$ is the magnetic polarizability of the aperture. For a round hole of diameter $\ell$, the polirizability of the hole is


Fig. 27. Aperture penetration and interior wire interaction.

$$
\begin{equation*}
\alpha_{m}=\ell^{3} / 6 \tag{28}
\end{equation*}
$$

At airframe fundamental resonances, the short-circuit surface magnetic field $H_{s C}$ is several times the incident magnetic field at points not too close to the extremities of the airframe.

For the EC-135 data of Fig, 32 of Chap. 2.1, the airframe first resonance occurs at about 2.5 MHz and the surface field is 20 times the incident field strength. Because the incident double-exponential EMP varies as $I / \omega$ at 2.5 MHz and the induced open-circuit voltage varies as $\omega$, these frequency dependences cancel and the open-circuit voltage is Airectly proportional to the impulse response of the airframe. The impulse response whose frequency-domain properties are shown in Fig. 32 of Chap. 2.1 is a damped sinusoid of normalized peak magnitude $25 \pi \times 10^{6}$ at the fundamental frequency of 2.5 MHz . For a 0.5 m diameter window, $\alpha_{m}=0.0208 \mathrm{~m}^{3}$, and for a typical wire position, the damped sinusoldal open-circuit voltage on the
wire has a peak value of abnut 110 volts. This is a significant voltage; it illustrates the importance of either treating windows to reduce the penetrating fields or routing wiring far from such openings.

### 3.2.2.5 Hardening Approaches

On aircraft there appears to be little that can be done to control the charge and current density induced on the skin by the incident EMP (with the possible exception of alrcraft with trailing-wire antennas). Therefore most of the hardening concepts depend on establishing and controlling the first principal shield at the skin or at some other natural or deliberate shield surfaces. The pressure hull of the aircraft may be chosen because it is already a controlled surface and most sensitive avionics are in the pressurized region. Adding EMP control to the pressure barrier thus requires less special attention than imposing EMP requirements on otherwise uncontrolled skins and bulkheads.

As the above examples have illustrated, the principal offenders in EMP interaction are large antennas (or other line conductors that act as antennas) and large apertures. These devices allow the EMP energy to penetrate the first principal shield and to interact directiy with equipment or indirectly through mutual coupling to other internal wiring. The topological approach to hardening requires that the apertures in the first princlpal shield be closed and that the currents on the penetrating conductors be diverted to the outer surface of the shield.

The apertures may be closed by covering them with metal skin if no penalty is incurred by doing this. For many apertures (notably the cockpit windows), however, visibility must be maintained. In such cases, several alternatives are available. A fine mesh that does not appreciably degrade visibility may be used to break the large aperture into many small apertures, thereby reducing the total aperture penetration. A conducting coating of stannous oxide having a surface resistivity of 2 to 5 ohms/square can be applied to significantly reduce the EMP penetration without seriously degrading transparency. Finally, one can simply avcid routing cables serving sensitive circuits near the large apertures. The latter approach may require somewhat more control over cabling practices than is normally exercised in aircraft manufacture.

Conductors that penetrate the first principal shield are often more serious compromises of the shield than the large apertures. It is important in EMP hardening to trace the system topology and identify all penetrating conductors, whether they are electrical cables or pipes, tubes, control cables, etc. Each must be treated in some manner to prevent externally induced currents from passing through the skin to the interior of the aircraft. Techniques for treating groundable stationary pipes and tubes and signal-carrying conductors are suggested in Fig. 9 of Chap. 3.1. An additional treatment for electrical wiring is to distort the first principal shield, so that the shield encloses the "external" wiring; that is, to enclose the external wiring in a conduit or other shield that is topologically part of the first shield. This approach can be used for wiring in the wings, bomb bays, and wheel wells where natural shielding afforded by the airframe is very poor during parts of the mission.

### 3.2.3 GROUND-BASED SYSTEM

Permanent ground-based installations such as rocket vehicle launchers and communication facilities are generally characterized by large external appendages such as power lines and communication cables, and by facility shields of various qualities. For the present example, we will use the rocket vehicle launcher illustrated in Fig. 28. Commerical power is normally used to operate the system and to perform expendable stationkeeping operations. Communication and monitoring from a remote location is done through a buried, shielded commuication cable. An alternative communication channel may be a radio system; hence, an external radio receiving antenna and feed cable may be provided.

The system illustrated in Fig, 28 is considerably simplified; operational systems often contain many other external elements such as outside lighting, WWV receivers, local radio communications systems, external power outlets, intrusion alarm sensors, radiation/EMP monitors, local telephone cables, etc., as well as plumbing for water, sewage, fucl, etc. However, the elements shown are representative of the external interaction elements, and they will be used to illustrate EMP interaction with long overhead conductors, long buried conductors, and "local" antennas and antenna feeds.


Fig. 28. Components of a ground-based launcher.

In addition, as will be discussed later, it will be assumed that the launch tube lid is imperfect, so that external magnetic fields may penetrate through the joints between the lid and the launch tube walls. Thus, this example will also demonstrate the effect of penetration through the apertures in the shield.

### 3.2.3.1 System Topology

The first principal shield for the system will be the weided steel walls of the launch tube and ground equipment compartment. This shield is identified in Fig. 29 as $S_{0,1}$. Except for the launch tube 1id and the holes for cable entries, the outside envelope of $S_{0,1}$ is considered to be continuous steel plate.

Within $S_{0,1}$ there are secondary principal shields that form the housings for power and signal processing circuits. These secondary shields are identified as $S_{1,1}$ in Fig. 29, and are usually metal equipment cabinets.

Within the launch tube the vehicle skin $S_{1,2}$ is also a secondary prinicpal shield that separates the rocket vehicle circuits from the environment of the equipment room and launch tube.

The pertinent system topology is illustrated in Fig. 30, where the left half of the diagram represents the equipment room and the right half represents the launch tube. The first principal shield on the left side is compromised by the penetrating cables, while on the right side the shield is compromised by the leaky lid apertures. The divider between the left and right sides represents the wall separating the launch tube from the ground equipment room; this divider is compromised by the umbilical cable between the support equipment and the vehicle.


Fig. 29. Identification of shielding surfaces.

Fig. 30. System topology.

All sensitive circuits and components are presumed to be in the small-signal regions enclosed by the second principal shields. That is, all small-signal circuits are housed in the ground support equipment cabinets (shield $S_{1,1}$ ) or in the vehicle guidance and control compartment (shield $\mathrm{S}_{1,2}$ ). Less susceptible circuits (lighting, heating/air conditioning, power conditioning) may be compatible with the equipment room environment.

### 3.2.3.2 External Interaction

Four important external interaction problems that can be identified on the first principal shield $S_{0,1}$ of Fig. 30 are (1) the overhead power innes, (2) the buried communication cable, (3) an on-site antenna and feed cable, and (4) the external fields exciting the apertures about the launch tube lid. These example problems will be worked out in this section.

### 3.2.3.2.1 AC Overhead Power Lines

The elements of the power line problem are illustrated in Fig. 31a. The exposed elements are a semi-infinite overhead conductor with a vertical down lead. These elements drive a shielded feeder that leads to the main distribution panel. At the main distribution panel the power circuits branch out to the various system loads, one of which is the equipment within the first principal shield. A11 circuits are assumed to be enclosed in tight metal conduit, so that negligible additional interaction occurs between the feeder and the facility shield. Within the main distrlbution panel the power conductors leave the conduit and are routed to circuit breaker terminals. This portion of the conductors has been represented by an inductance in Fig. 3la; it could also be represented by a segment of transmission line whose characteristic impedance is larger than that of the conductors in the conduit.

## a. Overhead Line

Fig. 3ib illustrates the problem geometry for the determination of the Norton equivalent source characteristic of the incident EMP and the exposed conductor. The induced terminal current can be obtained from scattering theory or approxtmated using transmission-1ine theory. In


Fig. 31. External coupling and propagation through AC power system. (a) AC overhead power line circuits; (b) equivalent source for overhead lines; and (c) source transferred to facility shield penetration.
either case, the short-circuit current will depend on the incident EMP waveform and azimuth and elevation angles of incidence, and the current and admittance will depend on both the conductor size and height, and soil. conductivity and permittivity.

For this example, consider a power line that extends to infinity (away from the facility) and is 10 m above soil of sonductivity $10^{-3}$ taho/m. Also for simplicity, assume that the power lines can be represented by a single conductor of radius 0.1 m . Then for an exponential pulse $E_{0} e^{-t / \tau}$ (with $\tau=250 \mathrm{~ns}$ ) incident at an elevation angle of $20^{\circ}\left(\psi=20^{\circ}\right)$ end-on ( $\psi=0$ ), the line is characterized by (see Sec. 2.1.2.3.3a)

$$
\begin{align*}
& z_{c}=\frac{z_{o}}{2 \pi} \ln (2 \mathrm{~h} / \mathrm{a})=317 \text { ohms }  \tag{29}\\
& t_{0} / \tau=\frac{2 h}{c \tau} \sin \psi=0.0912  \tag{30}\\
& \sigma r=0.250 \times 10^{-9} \mathrm{mho}-\mathrm{sec} / \mathrm{m} \\
& D(\psi, \phi)=5.67 \quad \text { (vertical polarization) }
\end{align*}
$$

The short-circuit current at the terminals is given by (93) of Sec. 2.1.2.3.3a.4 and is plotted in Fig. 32 for $E_{0}=10^{4} \mathrm{~V} / \mathrm{m}$. The source admittance $Y_{g}^{(1)}$ is the inverse of the characteristic impedance $Z_{c}$, i.e., $Y_{s}^{(1)}=Y_{c}^{(1)} m 1 / Z_{c}^{8}$. These define the Norton equivalent source representing the above-ground power 1ine, as illustrated in Fig. 3ib.


Fig. 32. Short-circuit current induced in power line by exponential pulse of incident field.

## b. Low-Voltage Wiring

The fropagation of the induced current through the feeder, distribution panel, and essential load conduit is illustrated in Fig. 31c. The stray inductances in the distribution panel and the other circuits in the support building (outside the first principal shield) are represented by a Tee network in Fig. 3lc. Generally, the electrical wiring consists of several conductors in a conduit and thus the transmission ines shown in Figs. 31a and 31c are multiconductor transmission lines. As suggested in Fig. 31c, the transmission-lize problem is solved as a two-conductor line to obtain the comon-mode Norton equivalent source ( $I_{p}, Y_{p}$ ) at the point where the conduit penetrates the first principal shield.

## c. Service Entrance Conduit

The equivalent source $I_{g}^{(1)}$ drives the line end of the service entrance conduit conductors. For this example, we will consider only the common-mode currents on these conductors, and assume that the conductors and feeder conduit form a uniform, lossless transmission line. The Norton equivalent source $I_{s}^{(2)}, Y_{s}^{(2)}$ at the end of the service entrance conduit entering the main distribution panel is then

$$
\begin{align*}
& Y_{s}^{(2)}-Y_{c}^{(2)} \frac{1-\rho(0) e^{-j 2 k \ell}}{1+\rho(0) e^{-j 2 k \ell}}  \tag{31}\\
& I_{S}^{(2)}=I_{s}^{(1)} e^{-j k \ell} \frac{1+\rho(0)}{1+\rho(0) e^{-j 2 k \ell}}
\end{align*}
$$

where $\rho(0)=\left(Y_{c}^{(2)}-Y_{c}^{(1)}\right) /\left(Y_{c}^{(2)}+Y_{c}^{(1)}\right), Y_{c}^{(2)}$ and $\ell$ are, respectively, the characteristic admittance and length of the conductors in the service entrance conduit, and $\mathrm{Y}_{c}^{(1)}$ is the source admittance of the Norton equivalent source driving the conduit. Eqs. (31) and (32) above thus transfer the Norton current source from the line end of the conduit to the main distribution end.

For a feeder conduit $30-\mathrm{m}$ long with a common-mode characteristic impedance of 25 ohms, $\rho(0)=0.85$ and the conduit is a quarter-wavelength
long at 2.5 MHz . The waveform and spectrum of the short-circuit current $I_{s}^{(2)}$ are shown in Fig. 33.

## d. Main Distribution Panel and Loads

The source $I_{s}^{(2)}$ drives the Tee network consisting of $Y_{1}, Y_{2}$, and $Y_{3}$ in Fig. 31c. We may represent the stray inductance of the incoming and outgoing wiring at the main distribution panel by lumped inductances $Y_{1}$ and $Y_{2}$ in series with the lines. The input admittraces of non-essential station-keeping circuits are represented by a shunt admittance $Y_{3}$ as illustrated in Fig. 31c. The transfer function for the Tee network is then

$$
\begin{equation*}
\frac{I_{s}^{(3)}}{I_{s}^{(2)}}=\frac{Y_{1} Y_{2}}{Y_{s}^{(2)}\left(Y_{1}+Y_{2}+Y_{3}\right)+Y_{1}\left(Y_{2}+Y_{3}\right)} \tag{33}
\end{equation*}
$$

where $Y_{s}^{(2)}$ is the source admittance of the Norton equivalent source given in (31) above. Of particular interest here is the early-time effect of the Tee network on the transient. To examine this let


Fig. 33. Short-circuit current at end of feeder conduit.

$$
\begin{gather*}
Y_{s}^{(2)} \simeq Y_{c}, \quad Y_{3} \simeq n Y_{c}, \quad(t<2 \ell / c)  \tag{34}\\
Y_{1}=Y_{2} \simeq(\mathrm{sL})^{-1}
\end{gather*}
$$

where $n$ is the number of paralle1 circuits that make up $Y_{3}$ (each has length $\ell$ and characteristic admittance $Y_{c}$ ), and $L$ is the lumped inductance of the wiring inside the distribution panel. Then

$$
\begin{equation*}
\frac{I_{s}^{(3)}}{I_{s}^{(2)}}=\frac{1 / \tau_{s}^{2}}{n s^{2}+(2+n) s / \tau_{s}+1 / \tau_{s}^{2}} \tag{35}
\end{equation*}
$$

where $\tau_{s}=L Y_{c}$ and the inductance in series with the branch circuits has been neglected. This transfer function has poles at

$$
\begin{equation*}
s_{1,2}=\frac{-(2+n) \pm \sqrt{4+n^{2}}}{2 n \tau_{s}} \tag{36}
\end{equation*}
$$

For $L=1 \mu \mathrm{H}, 1 / \mathrm{Y}_{\mathrm{c}}=25$ ohms, and the number of station-keeping circuits $n=5$, the time constant $\tau_{s}=40 \mathrm{~ns}$. For these nominal values of characteristic impedance and wiring inductance, the poles occur at

$$
f_{1}=0.64 \mathrm{MHz}, \quad \mathrm{f}_{2}=4.9 \mathrm{MHz}
$$

Although the transfer function may not be valid at frequencies as low as the pole frequencies, we have nevercheless demonstrated the effect of the stray inductance in rejecting the high-frequency content of the incoming transient (frequencies above $f_{2}$ are highly attenuated).

For very late times ( $t \gg 2 \ell / c$ ), $Y_{1} \simeq Y_{2} \rightarrow \infty$ and the $n$ branch circuits appear to be open circuits (unless a green-wire ground is used), and

$$
\begin{equation*}
I_{s}^{(3)} \simeq I_{s}^{(2)}, \quad Y_{S}^{(3)} \simeq Y_{3}+Y_{s}^{(2)} \tag{37}
\end{equation*}
$$

That is, the short-circuit current at the output side of the distribution panel is the same as that at the input side, but the source admittance has changed because of the inclusion of the station-keeping circuits $Y_{3}$.

At intermediate frequencies the natural resonances of the $n+1$ conduits will produce multiple oscillations superimposed on the oscillations shown in Fig. 33 which were caused by the service entrance conduit. Because the branch circuits are predominantly reactive in the common mode but possess a $Q$ of less than 20 , these oscillations are damped out rather rapidly. (The number of cycles required for a $1 / e$ reduction in amplitude is $Q / \pi$.) For initial estimates, therefore, it will be assumed that $Y_{p} \simeq I_{s}^{(3)}$ and $Y_{p} \simeq Y_{s}^{(3)}$.

### 3.2.3.2.2 Buried Communication Cable

The buried communication cable is assumed to be a shielded, multiconductor cable buried at a uniform, shallow depth in the soil. As illustrated in Fig. 34a, the cable shield is in contact with the soil and is circumferentially connected to the first principal shield where the cable enters the facility.

The external interaction problem for the buried cable may be separated into three parts: (a) determination of the ambient fields in the soil (Fig. 34a), (b) determination of the total current induced in the cable by these fields (Fig. 34b), and (c) determination of the common-mode internal conductor currents from the total current and shield properties (Fig. 34c). For comon installations, the cable can be treated as though it extended to infinity (away from the facility) and the shield is terminated in a short circuit at the facility shield. The cable shield may be composed of two or more shields; these are shorted together at the facility shield. The shields are usually continuous cylindrical shields (no apertures); thus, only diffusion through the shields need be considered.

The total current induced in the buried communication cable shown in Fig. 34 can be estimated from Figs. 59 and 60 of sec. 2.1.2.3.3 b.2. For $\sigma=10^{-3}, b=1 \mathrm{~m}$, and the $50 \mathrm{kV} / \mathrm{m}$ exponential pulse ( $\tau=250 \mathrm{~ns}$ ) incident at $\psi=90^{\circ}, \phi=0$ on the soil, the following parameters are obtained:

(a)
facility shield (wall)

(c)


Fig. 34. External coupling and propagation through shielded underground communication cable. (a) Underground communication cable; (b) bulk ci rant in cable; and (c) wire current at facility shield penetration.

$$
\begin{array}{ll}
\tau_{b}=\mu \sigma b^{2}=4 \pi \times 10^{-10} \mathrm{sec}, & \tau_{e}=\varepsilon_{0} / \sigma=8.85 \times 10^{-9} \mathrm{sec} \\
p=\tau_{b} /(4 \tau)=1.26 \times 10^{-3}, & D(\psi, \phi)=\cos \phi=1 \quad \text { (vertical polarization) }
\end{array}
$$ and

$$
\begin{equation*}
I_{p k} \approx 1.33 \mathrm{kA} \quad(\mathrm{~b}=1 \mathrm{~m}) \tag{38}
\end{equation*}
$$

The waveform of the current $I(t)$ is shown in Fig. 59 of Sec. 2.1.2.3.3 bi.
Let us now assume that this cable has a single steel shield ( $\mu_{r}=100$, $\sigma=6 \times 10^{6}$ mho /m) which is 0.5 mm thick and 5 cm in diameter. Then the diffusion constant for the shield is

$$
\begin{equation*}
\tau_{\mathrm{d}}=\mu \sigma \mathrm{d}^{2}=37.7 \mu \mathrm{~s} \tag{39}
\end{equation*}
$$

and the dc resistance per unit length of the cable shield is

$$
\begin{equation*}
R_{d c}^{\prime}=(2 \pi a \sigma d)^{-1}=2.12 \times 10^{-3} \Omega / \mathrm{m} \tag{40}
\end{equation*}
$$

Therefore $\tau_{d} \gg \tau$ and the incident field $E_{0} e^{-t / \tau}$ produces the same response as an impulse $E_{o} \tau \delta(t)$. The short-circuit current induced in the core wires at the end of a cable of length $\&$ matched at the opposite end is

$$
\begin{align*}
I_{s c}(0) & \left.\simeq I_{, ~}\right) Z_{T}^{\prime} \ell / Z_{c} \\
& \simeq \frac{2 R_{d c}^{\prime} E_{o}^{\tau} D(\psi, \phi) \ell}{Z_{c}^{L_{s}^{\prime}}} \frac{\sqrt{\tau} e^{\tau}}{\sinh \sqrt{s \tau}} \tag{41}
\end{align*}
$$

for $\ell \ll 2 \pi c \tau_{d}=71 \mathrm{~km}$. Here $L_{s}^{\prime}$ is the external inductance per unit length of the cable (see (102) of Sec. 2.1.2.3.3) and $Z_{c}$ is the characteristic impedance of the core/shield transmission line. In the time domain, the current waveform is shown in Fig. 35a normalized to the coefilicient given by (42) as a function of normalized time $t / \tau_{d}$. For our example,

$$
\begin{equation*}
\frac{2 E_{o} \tau D(\psi, \phi) R_{d c}^{\prime}}{Z_{c} L_{s}^{\prime}} \sqrt{\frac{\tau_{e}}{\tau_{d}}}=0.0406 \mathrm{~A} / \mathrm{m} \tag{42}
\end{equation*}
$$

Thus, a $10-\mathrm{km}$ long cable would have a peak slort-circuit current of $406 \mathrm{~A} \times$ $1.85=751$ A induced on its core wires if $Z_{c} \simeq 10 \Omega$ and $L_{s}^{\prime} \simeq 2 \mu \mathrm{H} / \mathrm{m}$.

For a wide pulse (step function or $\tau \gg \tau_{d}$ ), the current induced at the end of the cable is

$$
\begin{equation*}
I_{s c}(0)=\frac{2 R_{d c^{\prime}}^{2} E_{o} D(\psi, \phi)}{Z_{c^{L}}^{L_{s}^{\prime}}} \sqrt{\tau} e^{\tau} d \frac{1}{s \sinh \sqrt{s \tau_{d}}} \tag{43}
\end{equation*}
$$

and the time-domain current waveform is shown in Fig. 35b, which evidentiy increases without limit as cable current is drawn from an ever-increasing


Fig. 35. Short-circuit current induced on core conductor of a burfed shielded cable. (a) Short-pulse response, and (b) wide-pulse response.
radius in the soil and diffuses through the electrically thin shield. In practical problems, the finite dimensions of the cable and area of illumination, the finite pulse width, and the effects of propagation time place an upper limit on the induced short-circuit current. For most cables and soils, the impulse response of Fig. 35a is appropriate for high-altitude EMP excitation.

The Norton equivalent source just inside the facility shield thus consists of the current $I_{s c}(0)$ given by (43) and the characteristic admittance of the core/shield transmission line by $Y_{c}=\left(Z_{c}\right)^{-1}$.

### 3.2.3.2.3 Communication Antenna and Feed

The communication antenna and feed cable are illustrated in Fig. 36a. In this simplified model, the external interaction elements consist of the antenna and its base or ground plane, and the coaxial cable between the antenna and the facility shield. In practice, the antenna system may also contain an antenna coupler (matching network) and preamplifier at the base
(a)

(d)


Fig. 36. External coupling and propagation through external antenna and feeds. (a) Communication antenna and feed; (b) contribution of antenna element; (c) contribution of antenna base and cable current and charge; and (d) equivalent source at facility shield penetration.
of the antenna; these components are not included in the example. The coaxial cable between the antenna and the facility shield is assumed to be RF coaxial transmission line with a bralded-wire shield. Thus, aperture penetration through the cable shield will contribute to the externally induced current in the cable.

The EMP-induced current in the feed cable will consist of two parts: that induced in the antenna and propagated through the cable (Fig. 36b), and that induced through the cable shield along its exposed length between the antenna and the facility shield (Fig. 36c). For the first part, the transient response of the antenna is then used to transfer the antenna characteristics ( $I_{d}, Y_{d}$ ) to the penetration point to obtain the Norton equivalent source ( $I_{a}^{(1)}, Y_{a}$ ) driving the internal cable.

For the second part of the problem the current and charge induced in the finite-length cable must be determined. This will include any current caused by interaction of the external fields with the antenna base ( $I_{b}, Y_{b}$ ) as well as the distributed current induced by the fields along the cable. The cable current and charge and the shield transfer characteristics will then be used to determine the Norton equivalent source ( $I_{a}^{(2)}, Y_{a}$ ) at the penetration point. (It will be assumed that the leakiness of the shield has a negligible effect on the source admittance $Y_{a}$.) The resultant source ( $I_{a}, Y_{a}$ ) at the penetration point is then obtained by superposition of the two sources (Fig. 36d).
a. Communication Antenna

If the antenna is a biconical antenna with a $30^{\circ}$ cone half-angle and 0.3 m length, the antenna may be considered an electrically small dipole and its capacitance will be

$$
\begin{equation*}
C_{a}=\frac{2 \pi \varepsilon_{0} d}{\ln \left(\cot 30^{\circ}\right)} \simeq 30.4 \mathrm{pF} \tag{44}
\end{equation*}
$$

The effective height $h_{e}$ of the antenna will be approximately $\mathrm{d} / 2=0.15 \mathrm{~m}$ and the short-circuit current available from the antenna will be

$$
\begin{equation*}
I_{d}=s C_{a} h e^{E(s)} \simeq 4.56 \times 10^{-12} s E^{1}(s) \tag{45}
\end{equation*}
$$

or

$$
\begin{equation*}
I_{d}(t)=h_{e} C_{a} \frac{-^{1}}{d t} \approx 4.56 \times 10^{-12} \frac{\mathrm{dE}^{1}}{d t} \tag{46}
\end{equation*}
$$

and the source admittance is $Y_{d}=s C_{a}$.

## b. Antenna Base

The current induced on the antenna base is the total current on the antenna structure less the current on the conical element ( $I_{d}$ above). The total current is approximately

$$
\begin{equation*}
I_{t} \simeq \pi r_{b}^{2} \varepsilon_{0} s E^{1}(s) \tag{47}
\end{equation*}
$$

where $r_{b}$ is the radius of the metal base plate. The net current to the base piate is thus

$$
\begin{equation*}
I_{b}=\left(\pi r_{b}^{2} \varepsilon_{o}-h_{e} C_{a}\right) s E^{1}(s) \tag{48}
\end{equation*}
$$

If $r_{b} \simeq 0.6 \mathrm{~m}$, then $\mathrm{I}_{\mathrm{b}} \simeq 5.45 \times 10^{-12} \mathrm{sE} \mathrm{E}^{1}(\mathrm{~s})$, which is about the same as the current in the antenna element. It turns out that the effect of this current is insignificant compared to that of the antenna current, because the base current flows to the cable shield rather than to the center conductor.

The Norton equivalent circult (Fig, 36d) just inside the facility shield consists of the source $I_{d}$ transferred to the opposite end of the coaxial cable through

$$
\begin{equation*}
I_{a}=I_{d} e^{-j k \ell} \frac{1+\rho(0)}{1+\rho(0) e^{-j 2 k \ell}} \tag{49}
\end{equation*}
$$

where

$$
\rho(0)=\frac{Y_{c}-s C_{a}}{Y_{c}+s C_{a}}
$$

aud the adinittance $Y_{a}$ is obtained from

$$
\begin{equation*}
Y_{a}=Y_{c} \frac{i-\rho(0) e^{-j 2 k \ell}}{1+\rho(0) e^{-j 2 k \ell}} \tag{50}
\end{equation*}
$$

For the double-exponential EMP waveform, the current waveform $I_{d}(t)$ is

$$
\begin{equation*}
I_{d}(t)=E_{0} h_{e} C_{a} \frac{d}{d t}\left(e^{-t / \tau} \dot{t}-e^{-t / \tau} r\right) \tag{51}
\end{equation*}
$$

For $E_{0}=5 \times 10^{4} \mathrm{~V} / \mathrm{m}, \tau_{r}=2$ ns and $\tau_{f}=250 \mathrm{~ns}$, this current has a peak value of 57 A and a very short duration, as illustrated fu Fig. 37. Because the significant current lasts for only about 10 ms , it occupies only about 10 feet of cable (air line). Thus, if the coaxial cable is over 10 feet long, the complete waveform is transmitted undistorted. However, the initial waveform will be followed by "echos" of the initial pulse as the reflections from the cable ends arrive at later times.

### 3.2.3.2.4 Sumary of Penetration Currents

The peak currents and times to reach peak are summarized in table i for the three conductors penetrating the primary shield of the facility.

### 3.2.3.2.5 Lid Excitation

The aperture penetration problem associated with the launcher lid is illustrated in Fig. 38. An exact solution of the problem is very difficult because the apertures are at a discontinuity in the cylindrical


Fig. 37. Short-circuit current induced at antenna terminals.

Table 1. SUMMARY OF CURRENT SOURCES REPRESENTING CONDUCTORS PENETRATING THE FIRST PRINCIPAL SHIELD

| External | Peak Short- | Time to | Source Impedance <br> Source |  |
| :---: | :---: | :---: | :---: | :---: |
| Circuit-Current | Peak | Early | Late |  |
| Power Lines <br> Communication <br> Cable | $\simeq 15 \mathrm{kA}$ | $\simeq 100 \mathrm{~ns}$ | 25 ohms 300 ohms |  |
| Communication <br> Antenna | $\simeq 750 \mathrm{~A}$ | $\simeq 6 \mathrm{\mu s}$ | 10 ohms 10 ohms |  |



Fig. 38. Aperture coupling configuration.
surface, In an operational facility, the geometry is even more complicated because the lid mäkes a sliding contact with the top of the launch tube, so that the aperture has depth as well as area. In addition, the crack between the lid and the tube may be partially filled with lubricants and RFI gasket material. For this example, however, we will assume a simple circumferential aperture divided into three segments by the 1id/tube contact.

The external interaction problem consists of determining the surface fields (Fig. 39a) and the current density $\vec{J}$ flowing across the top surface of a metal cylinder immersed in the soil due to the incident EMP (Fig. 39b). A secnnd mode of excitation is for longitudinal current to flow from the lid to the walls of the tube; this current will be driven by the vertical component of the electric field, whereas the current flowing across the top is Ariven by the horizontal component of the magnetic field.

The remainder of the external interaction problem is the calculation (or estimatica) of the magnetic polarizability of the apertures of Fig. 39c (see table 15, Sec. 2.1.3.2). It will be assumed that the electric polarizability of the aperture is negligible in the practical case of a wide, low-impedance flange contact between the lid and the cylindrical launch tube.
(a)

(b)



Fig. 39. External coupling to launcher 1id apertures. (a) Surface fields, (b) surface magnetic field at $1 i d$, and (c) dipole moments of slots.

The radial current at the edge of the lid is

$$
\begin{equation*}
I_{r} \simeq j \omega 2 \varepsilon_{0} E^{1} A \tag{52}
\end{equation*}
$$

due to the vertical electric field when the elevation angle of incidence is small. The current across the lid produced by the horizontal magnetic field $\vec{H}_{t}$ is, to the same degree of approximation,

$$
\begin{equation*}
I_{z} \simeq a\left(2 E^{1} / Z_{0}\right) \tag{53}
\end{equation*}
$$

where $a$ is the radius of the $11 d, Z_{0}=\sqrt{\mu_{0} / \varepsilon_{0}}$ and $A=\pi a^{2}$. The ratio of these currents is

$$
\begin{equation*}
I_{r} / I_{z} \simeq j \pi k a \tag{54}
\end{equation*}
$$

where $k=w / c$. Thus, when $k a \ll 1$, for which these approximations are valid, the current $I_{z}$ dominates. The surface current density exciting the lid apertures is predominantly given by $2 \mathrm{E}^{1} / Z_{0}$.

### 3.2.3.3 Internal Interaction

For the most part, the internal interaction consists of propagation along conductors; however, there are some special internal interaction cases that are of interest. The first is the case in which a coupling between the input and output cables occurs at a cabinet or function box. This coupling occurs at high frequencies because of the capacitance between the input/output cables and the intervening circuit mass. Fig. 40 illustrates this coupling circuit in simplified form. The input


Fig. 40. Internal cable segment and capacitive coupling network.
cable is represented by a transmission line, and the capacitance between the input cable and the circuits in the cabinet circuits are represented by $C_{1}$. The capacitance between the output cable and the cabinet circuits is represented by $C_{2}$, and $C_{3}$ is the capacitance between the circuits and ground, or cabinet, chassis.

For illustrative purposes let us assume that $C_{1} \approx C_{2} \ll C_{3}$, and that the small capacitances $C_{1}$ and $C_{2}$ appear to be open-circuit terminations at the ends of the input/output cables for times of interest in the EMP analysis. Then

$$
\begin{equation*}
\frac{I_{\text {out }}}{I_{\text {in }}} \simeq \frac{C_{1} C_{2}}{C_{3}} z_{c} \frac{2 j \omega e^{-j \omega \ell / c}}{1-e^{-j \omega 2 \ell / c}} \tag{55}
\end{equation*}
$$

where $Z_{c}$ is the characteristic impedance of the cable and $\ell$ is its length. In the time domain

$$
\begin{equation*}
I_{\text {out }}(t) \simeq \frac{2 C_{1} C_{2}}{C_{3}} z_{c} \sum_{n=1}^{\infty}\left[\frac{d}{d t} I_{i n}(t-m l / c)\right] u(t-m l / c) \tag{56}
\end{equation*}
$$

where $m=2 n-1$.
Note that if the input current $I_{\text {in }}$ has a large derivative, the output current will be large. Consider, for example, a power lead with the current of Fig. 33 rising to 15 kA in $0.1 \mu \mathrm{~s}$. The rate of current rise Is $15 \times 10^{10} \mathrm{~A} / \mathrm{s}$, and for $\mathrm{C}_{1}=\mathrm{C}_{2}=10 \mathrm{pF}, \mathrm{C}_{3}=200 \mathrm{pF}$, and $z_{c}=100$ ohms, the peak output current is 15 A . Hence we have 15 A delivered to an output conductor that is ostensibly isolated from the power lead.

A second internal interaction phenomenon involves leakage out through cable shields, propagation aiong the shields, and leakage back through the shield to internal conductors. A simple example is illustrated in Fig. 41, where a larger EMP induced current $J$ flowing on internal conductors induces currents $I_{s 1}$ and $I_{s 2}$ on the cable shields and a voltage $V$ on the internal conductors of the second cable. This phenomenon is most effective at high frequencies because the braided-wire shields are leaky at high-frequencies and the inductance $L_{g}$ of grounding conductors allows high-frequency components of the shield current $I_{s 1}$ to flow onto the second cable as $I_{s 2}$.


Fig. 41. Interference propagated on cable shields.

For a cable shield transfer impedance $Z_{T}^{\prime}=j \omega L_{T}^{\prime}$ per unit length, the current $I_{s 1}$ in the shield is approximately

$$
\begin{equation*}
I_{s 1} \simeq \frac{L_{T}^{\prime}}{2 L^{\prime}} I(t) \tag{57}
\end{equation*}
$$

at early times (i.e., before reflections from the ends) and for $I Z_{c} \ll L_{g} d I / d t$. If the second segment of cable is the same as the first, the early-time voltage induced on the internal conductor of the second cable will be

$$
\begin{equation*}
V_{o c}(t) \simeq \frac{c\left(L_{T}^{\prime}\right)^{2}}{2 L^{\prime}} I(t) \tag{58}
\end{equation*}
$$

For an inductance per unit length $L^{\prime}$ of $0.2 \mu \mathrm{H} / \mathrm{m}$ and a leakage inductance per unit length $L_{T}^{\prime}$ of $1 \mathrm{nH} / \mathrm{m}$, the open-circuit voltage impulse induced in the second cable by a $15 \mathrm{kA}-\mathrm{s}$ impulse in the first cable is 11 V -s. For a cable impedance of about 100 ohms, this induced voltage would correspond to 0.1 A (for a short pulse) compared with 15 A for capacitive coupling between conductors. Such coupling phenomena as these are responsible for the apparent permeation of faciliiies by the high-
frequency responses even though stray series inductance and higher losses in dielectrics and conductors tend to atrenuate the high frequencies.

It is also noteworthy that the leakage through the shields is signi-. ficantly smaller than the capacitive coupling between cable ends. Topologically, the shielded conductors are separated by two layers of shielding, whereas the capacitively coupled conductors are in the same shielded volume.

### 3.2.4 SATELLITES

Satellites used as observation platforms or communication relay stations are rather complex vehicles topologically because of their solar cell arrays and their gossamer nature. Because the stresses on the velifie structures in space are minimal and weight is at a remium, the satelifte vehicles are often rather flimsy and skeletal in comparison to aircrafi and rocket vehicles. Communication satellities may also contain large apertures to accommodate gimballed antennas or other adjustable-position components. These vehicles also often contain sensitive electronic systems to maintain the proper vehicle altitude and to store, relay, or read out data.

The basic features of a communication satellite are illustrated in Fig. 42. The main structure of the satellite is a hollow right circular cylinder. It spins steadily on its axis to maintain orientation stability. Ite eylindrical surface is covered with solar cells. Two dish antennas are mounted on the cylinder's top end. This end is a movable platform detached from the rest of the cylinder. It is kept despun from the cylinder by a motor to achieve antenna aim control. A biconical horn antenna is mounted at the end of an axial shaft which extends through a circular aperture beyond the bottom fnd of the cylinder. Electronic components necessary for satellite operation are housed in the cylinder's interior. They are shown in Fig. 42 as "black boxes" connected to a circumferential cable bundle.


Fig. 42. Some basic features of a commonication satellite model.

### 3.2.4.1 EMP Environment for Sateliftes

Because satellites are exoatmospheric vehicles, their EMP euvironment is significantly different from that of the surface and near-surface systems. The high-altitude EMP is generated in the lower, more dense region of the atmosphere well below the ionosphere. In order for this wave to reach satellite altitudes, it must propagate through the ionosphere; in so doing its characteristics are noticeably altered. For example, because the ionosphere is a good reflector for frequencies in or below the HF band, these components of the EMP spectrum incident on a satellite are largely filtered out by the ionosphere. For frequencies above the HF band, the electron inertia causes the effective dielectric constant and the electrical thickness of the ionosphere to vary with frequency, so that this portion of the EMP spectrum is dispersed by the ionosphere. The EMP waveform incident on the satel? ite therefore has a smaller peak fleld strength and is more oscillatory than the waveform observed below the ionosphere.

Perhaps more important than the dispersea EMP wave incident on the satellite is the flux of gamma and X-radiation produced by the nuciear detonation. st ce there may be little incervening media between the weapr : and the satellite for a high-alcitude burst directly illuminating the satellite, there is little attenuation of the radiation piopagating toward the satellite (except that caused by distance). This flux of radiation car interact with the satellite structure and components io cause sysi:em-generated EMP (SGEMP) and transient radiation effects un electronics (TREE). These effects are often more severe than the dispersed EMP itself on satellites. In the following discussion of satellite interartion, only the EMP interaction is considered.

### 3.2.4.2 EMP Interactic.

The central problem of the satellite-EMP interaction analysis is to evaluate the voltages and currents induced on the cables by the EMP. One source of cable voltages and currents arises from the direct excitation of external wiring and .atennas. The antennas pick up energy from the EMP and inject it directly inco the cables. Note tiat che solar panels act iike antenna:. A second source if cable excilation arises from the peretration of the EMP flelds through the open apertures on the satellite skin. These fields then interact with the cables in the satellite's interior.

The skin of the satellite in Fig. 42 can shield most of the energy of an impinging EMP irom the satellite's intericr. However, some EMP energy can yenetrate through the skin by way of the antennas and the apertures. The apertures include the circumferential slot at the rim of the antenna platform, the vertical slits at the join's of adjacent solar panels, and the circular hole for the biconical horn antenna. These apertures are illustrated in Fig. 43.

Altnough the shape of the vehicle and its apertures are different from those of the rocket vehicle and aircraft, the electromagnstic interaction problem is quite similar to those already discussed. Furthermore,


Fig. 43. A geometrical model applicable to the calculation of EMP penetration through the apertures on the satellite.
because the EMP problem is only part of the satellite interaction problem involving SGEMP and TREE considerations, only a simple numerical example will be worked out below.

When the satellite is illuminated by an incident EMP whose magnetic field is parallel to the satellite axis, significant magnetic-field penetration into the interior can occur via the slots and the hole shown in Fig. 43. The maximum open-circuit voltage that can be induced between the internal conductors and the shield of the circumferential cable bundle shown in Fig. 42 will be estimated in the following. It will be assumed that all of the magnetic flux which penetrates the satelite through the slots and hole also links the cable loop. The electromotive force associated with the rate of change of the magnetic flux will cause a total current $I_{t}$ to flow in the cable loop; this total. current will then induce currents and voltages on the internal conductors of the cable bundle. The open-circuit voltage is estimated by treating all the internal conductors as a single conductor and by ignoring the freserce of the "black boxes" shown in Fig. 42.

The system top, $2 g y$ for this elementary problem is shown in Fig. 44. The first principal shield is the outer skin of the satellite. The penetrations of this shield to be considered in this example calculation are the


Fig. 44. Elementary satellite system topology.
vertical slot apertures in the outer skin. The second principal shield is the shield of the cable bundle. This shield is typically a mylar-aluminum film, penetration through which occurs via diffusion. An interaction sequence diagram for this elementary problem is given in Fig. 45. The following notations are used:

```
    \ell= length of vertical slots
    w = width of vertical slots
    n= number of vertical slots
R
L
    b = radius of cable loop
ro}= radius of cable bundle
Z'T
```



Fig. 45. Elementary interaction sequence diagram for satellite example calculation.

It is shown in table 8 of Sec. 2.1.2.1.2 that the short-circuit magnetic field $H_{s c}$ on the outer surface of the satellite skin is approximately

$$
\begin{equation*}
H_{s c} \simeq I I^{i} \tag{59}
\end{equation*}
$$

where $H^{i}$ denotes the incident magnetic field. The magnetic flux $\Phi_{m}$ which penetrates the vertical slot apertures is related to $H_{s c}$ and to $\alpha_{m}$, the magnetic polarizability of a single aperture, by

$$
\begin{equation*}
\Phi_{m}=\frac{3 n}{2 \ell} \alpha_{m} \mu_{0} H_{s C} \simeq \frac{3 n}{2 \ell} \alpha_{m} \mu_{o} H^{i} \tag{60}
\end{equation*}
$$

The permeaoility of free space fis cenoted as usual by $\mu_{0}$. The magnetic polarizability of a long slot aperture is given in table 14 of Chap. 2.1 by

$$
\begin{equation*}
\alpha_{m}=\frac{\pi \ell^{3}}{24 \ln (4 \ell / w)} \tag{61}
\end{equation*}
$$

Therefore, substitution of (61) into (60) yields

$$
\begin{equation*}
\Phi_{\mathrm{m}}=\frac{\mathrm{n} \mu_{0} \mathrm{H}^{\mathrm{i}} \pi \ell^{2}}{16 \ln (4 \ell / \mathrm{w})} \tag{62}
\end{equation*}
$$

which is an approximate expression for the total flux linking the interior of the satellite via the vertical slots.

It is assumed that all of the penetrant magnetic flux $\Phi_{m}$ links the circumferential cable bundle. This assumption will lead to an overestimate of the total current induced in the cable loop. The electromotive fcree driving the cable loop is then simply $-s \Phi_{m}$, and the current induced in the loop is this emf divided by the loop impedance $R_{b}+s I_{b}$. It can be shown that $R_{b}$ may be neglected in comparison to $s L_{b}$ in the frequency range of Interest (i.e., f $z 30 \mathrm{MHz}$ because of the presence of the ionosphere between the source region and the satellite). From table 16 of Chap. 2.1, we have

$$
\begin{equation*}
L_{b} \simeq \mu_{o} b \ln \left(8 b / r_{o}\right) \tag{63}
\end{equation*}
$$

so that the loop curient $I_{t}$ is

$$
\begin{equation*}
I_{t}=\frac{-n \pi \ell^{2} H^{i}}{16 b \ln (4 \ell / w) \ln \left(8 b / r_{0}\right)} \tag{64}
\end{equation*}
$$

Now the maximum open-circuit voltage $V_{o c}$ which can be developed between the shleld and the internal conductors of the cable bundle is found from (117) of Chap. 1.3 and (1) of Chap. 2.4 to bat

$$
\begin{equation*}
V_{o c}=2 \pi b Z_{T}^{\prime} I_{t} \tag{65}
\end{equation*}
$$

Using (5) of Chap. 2.4 and assuming that the cable bundle shield is electrically thin over the frequency range ${ }_{\text {g }} f$ interest, we find that $V_{o c}$ is approximately

$$
\begin{equation*}
v_{o c} \simeq \frac{-n \pi \ell^{2} H^{i}}{16 r_{o} \sigma d \ln \left(8 b / r_{o}\right) \ln (4 \ell / w)} \tag{66}
\end{equation*}
$$

In which $\sigma$ and $d$ denote the shield conductivity and thickness respectively. The time dependence of $V_{o c}$ is thus seen to be identical to that of $H^{i}$; and the peak value of $V_{o c}$ is given by (66) wher $H^{j}$ is replaced by its peak value.

For purposes of numerical illustration, let $\ell=2 \mathrm{~m}, \mathrm{w}=0.5 \mathrm{~cm}, \mathrm{n}=4$, $b=1 \mathrm{~m}, \quad r_{o}=2 \mathrm{~cm}, \quad \sigma=3.7 \times 10^{7} \mathrm{mho} / \mathrm{m}$, and $d=0.025 \mathrm{~mm}$. Then the opencircuit voltage $V_{o c}$ is givel by

$$
\begin{equation*}
V_{o c} \simeq-6.6 \times 10^{-3}\left[\mathrm{H}^{i}\right] \text { volts } \tag{67}
\end{equation*}
$$

In which $\left[H^{1}\right]$ denotes the numerical value of $H^{1}$. It has already been pointed out that the presence of the $10 n o s p h e r e ~ c a u s e s ~ t h e ~ i n c i d e n t ~ E M P ~ t o ~ h a v e ~ a ~$ smaller peak value than that which would be observed below the ionosphere. Thus the peak value of $V_{o c}$ will be less than that which would occur were the ionosphere absent; choosing, for example, $\left[H^{1}\right]=133$, which would correspond to a peak electric field strength below the jonosphere of $50 \mathrm{kV} / \mathrm{m}$, we find that

$$
\begin{equation*}
\left|\mathrm{v}_{\text {oc, peak }}\right|<0.9 \text { voits } \tag{68}
\end{equation*}
$$

### 3.2.5 ERROR-ANALYSIS EXAMPLES

In this section we present the application of the error-analysis formulas described in Chap. 1.6 to some of the results obtained in the foregoing illustrative system analyses.

### 3.2.5.1 Induced Voltage on Rocket Raceway Cable (cf. Secs. 3.2.1.3.2, 3.2.1.4)

Eqs. (9) and (10) of Sec. 3.2.1.3.2 for the voltage induced per unit length of raceway cable on a rocket vehicle yield the following approximate expression for the peak value of this voltage:

$$
\begin{equation*}
V_{p k}^{\prime} \simeq L_{T}^{\prime} f_{1} I_{p k} w / a \tag{69}
\end{equation*}
$$

in which $w$ is the raceway perimeter and a is the missile radius. The quantity $w /(2 \pi a)$ is a purely geometrical parameter used to estimate the fraction of the total missile current flowing on the raceway cover.

The root-mean-square (rms) relative errors in each of the quantities $L_{T}^{\prime}, f_{1}, w / a$ and $I_{p k}$ are respectively denoted by

$$
\begin{aligned}
& \left\langle\tilde{\mathrm{x}}_{\mathrm{L}}^{2},\right\rangle^{\frac{1}{2}}, \quad\left\langle\tilde{\mathrm{x}}_{\mathrm{f}_{1}}^{2}\right\rangle^{\frac{1}{2}} . \\
& \left\langle\tilde{\mathrm{x}}_{\mathrm{w} / a}^{2}\right\rangle^{1 / 2}, \quad\left\langle\tilde{x}_{\mathrm{I}_{\mathrm{pk}}}^{2}\right\rangle^{\frac{1}{2}}
\end{aligned}
$$

and from (41), Chap. 1.6 , the relative rms error in $V_{p k}^{\prime},\left\langle\tilde{x}_{V_{p k}^{\prime}}^{2}\right\rangle^{\frac{1}{2}}$, is given by

$$
\begin{equation*}
\left\langle\tilde{\mathrm{x}}_{\mathrm{pk}}^{\prime}\right\rangle^{\frac{1}{2}}=\left[\left(1+\left\langle\tilde{x}_{\mathrm{L}_{\mathrm{I}^{\prime}}^{\prime}}^{2}\right\rangle\right)\left(1+\left\langle\tilde{\mathrm{x}}_{\mathrm{f}_{1}}^{2}\right\rangle\right)\left(1+\left\langle\ddot{\mathrm{x}}_{\mathrm{w} / \mathrm{a}}^{2}\right\rangle\right)\left(1+\left\langle\tilde{\mathrm{x}}_{\mathrm{I}_{\mathrm{pk}}}^{2}\right\rangle\right)-1\right]^{\frac{1}{2}} \tag{70}
\end{equation*}
$$

We briefly discuss each of the inpur quanticies in (70).
The transfer inductance per unic. Iength $L_{T}$ represents the aggregate effect of the bolted and riveted racway-cover joints. It is very difficult to calculate both $L_{T}^{\prime}$ itself and the effect of combining the axtal and circumferential polarizabi? ities into a single equivalent $L_{T}^{\prime}$. Thus, an optimistic estimate of $\left\langle\tilde{x}_{2}^{2}\right\rangle^{*}$ would be 0.5 , or $50 \%$. We use this value in the calculation of $\left\langle\tilde{\mathrm{x}}_{\mathrm{V}_{\mathrm{pk}}^{\prime}}^{2}\right\rangle^{\frac{1}{2}}$.

The frequency $f_{1}$ can be accurately calculated for an idealt:acd model of the rocket vehicle; measured naturan-fiequency data for given vehicler arc also available. Thus we assign the value 0.05 , or $5 \%$, to $\left\langle\tilde{x}_{\dot{x}_{1}}^{2}\right\rangle^{3 / 2}$.

The fraction w/a can be determined almosk exacliy for a given vehicle, but it is used in (69) to denote the fraction of the total misstile current
which flows in the raceway cover. This current fraction and the geometrical fraction may not be identical; thus we will use $\left\langle\tilde{x}_{w / a}^{2}\right\rangle^{\frac{1}{2}}=0.10$, or $10 \%$, for the relative error in w/a.

The peak missile current $I_{p k}$, like the frequency $f_{1}$, can be calculated quite accurately for an idealized model of the vehicle. Following the discussion in Sec. 2.1.2.1.1, we assign the value 0.15 , or $15 \%$, to $\left\langle\tilde{x}_{I_{p k}}^{2}\right\rangle^{\frac{1}{2}}$.

It is now a simple matter to evaluate the relative error in $V_{p k}^{\prime}$. We find that

$$
\begin{equation*}
\left\langle\tilde{x}_{V_{p k c}^{\prime}}^{2}\right\rangle^{\frac{1}{2}}=54 \% \tag{71}
\end{equation*}
$$

If the value of $L_{T}^{\prime}$ were exact, i.e., if $\left\langle\bar{x}_{L_{T}^{\prime}}^{2}\right\rangle^{\frac{1}{2}}$ were set equal co zero, then $\left\langle\tilde{x}_{V_{p k}^{\prime}}^{2}\right\rangle^{\frac{3}{2}}$ would be less than $20 \%$. It is apparent that the laxge relativa error in $L_{T}^{\prime}$ is the dominant contribution to that in $V_{p}^{\prime}$, and that

$$
\begin{equation*}
\left\langle\tilde{x}_{\mathrm{V}_{\mathrm{pk}}^{\prime}}^{2}\right\rangle \simeq\left\langle\tilde{\mathrm{x}}_{\mathrm{L}_{\mathrm{T}}^{\prime}}^{2}\right\rangle^{\frac{1}{2}} \tag{72}
\end{equation*}
$$

The open-circuit voltage developed on the internal cable conductor is approximately given hy (17) of Ser. 3.2.1.4. The peak value of $\mathrm{V}_{\mathrm{oc}}{ }^{(t)}$ is approxinately

$$
\begin{align*}
\left.V_{o c}(t)\right|_{p k} & \simeq \tilde{I}_{1}: L_{T c}^{r} \frac{L_{T}^{\prime}}{L^{\prime}} I_{p k} \frac{w}{a} \\
& \approx \ell L_{T c}^{v} \frac{1}{L^{r}} V_{p k}^{\prime} \tag{73}
\end{align*}
$$

where $V_{p k}^{\prime}$ is given abova in (69). Using the assumed relative error values

$$
\begin{align*}
& \left\langle\tilde{x}_{\dot{i}}^{2}\right\rangle^{1 / 2}=0.00, \quad\left\langle\tilde{x}_{L_{I^{\prime}}^{\prime}}^{2}\right\rangle^{1 / 2}=0.10  \tag{74}\\
& \left\langle\tilde{x}_{1 / L^{\prime}}^{2}\right\rangle^{1 / 2}=0.10, \quad\left\langle\tilde{x}_{V_{p k}^{\prime}}^{2}\right\rangle^{1 / 2}: 0.54
\end{align*}
$$

we obtain

$$
\begin{equation*}
\left\langle\tilde{x}_{\mathrm{V}_{\mathrm{oc}}}^{2}\right\rangle^{\frac{1}{3}}=56 \% \tag{75}
\end{equation*}
$$

For the relative error in $\left.V_{o c}(t)\right|_{p k}$.
It is apparent that calculations of relative error in a given quantity are straightforward when the relative errors in che constituenta of that quantity are known. What is far more difficult to quantify is the error caused by the use of, say, a low-frequency approximation such as that used to obtain (12) of Sec. 3.2.1.3.2, when the solution to the same problen without the low-frequency approximation is net known. It is at this point where engineering judgement and experience, as well as analyses which are as accurate as possible, must be used to dsvelo estimates of the errors incurred in apprortmate analyses.

### 3.2.5.2 Afrcraft HF Fixed-inire Antenna Respense (cf. Sec. 3.2.2.3.3)

The peak open-circuit voltage developed at the terminals of an HF fixed-wire entenna is estimated in Sec. 3.2.2.3.3 tis be

$$
\begin{equation*}
\left.V_{o c}(t)\right|_{\rho k} \simeq 4 E_{p k}\left(\Delta \omega / \Delta \omega_{o}\right) h_{o}\left(\omega_{o}\right) \tag{76}
\end{equation*}
$$

in which
$E_{p k}=$ peaik value of incident $E M P$ electric field
$\omega_{0}=$ center frequency of resonant response of effective ieight $n_{0}$
$\Delta \omega=3 \mathrm{dD}$ bandwidth of resonance response
$h_{e}\left(\omega_{0}\right)=$ effective height at frequency $\omega_{0}$
The principal assumptions used in obtaining this result are
(a) The dominant contribution to the frequency-domain response arises from the resonance in effective height which occurs near $f=5.2 \mathrm{MHz}$.
(b) An equivalent step-function response can be used to derive (76) since the resonance near 5.2 MHz lies in the "step-function" region of the EMP spectrum (cf. Sec. 3.2.2.3.3, Fig. 24).

The relative rms error in the peak voltage $V_{o c}$ is given by

$$
\begin{equation*}
\left\langle\tilde{x}_{\mathrm{V}}^{\mathrm{oc}}\right\rangle^{\frac{1}{2}}=\left[\left(1+\left\langle\tilde{\mathrm{x}}_{\mathrm{E}_{\mathrm{pk}}}^{2}\right\rangle\right)\left(1+\left\langle\tilde{\mathrm{x}}_{\zeta}^{2}\right\rangle\right)\left(1+\left\langle\tilde{\mathrm{x}}_{\mathrm{h}}^{2}\right\rangle\right)-1\right]^{\frac{1}{2}} \tag{77}
\end{equation*}
$$

in which $\zeta \approx \Delta \omega_{0} / 2 \omega_{0}$. We assign example values to the rms relative errors in the input quantities as follows:

$$
\left\langle\tilde{x}_{\mathrm{E}_{\mathrm{pk}}}^{2}\right\rangle^{\frac{1}{2}}=0.0, \quad\left\langle\tilde{\mathrm{x}}_{\zeta}^{2}\right\rangle^{\frac{1}{2}}=0.25, \quad\left\langle\tilde{\mathrm{x}}_{\mathrm{h}}^{2}\right\rangle^{1 / 2}=0.50
$$

yielding

$$
\begin{equation*}
\left\langle\tilde{x}_{V_{o c}^{2}}\right\rangle^{\frac{3}{2}}=0.57 \tag{78}
\end{equation*}
$$

The short-circuit current $I_{s c}$ will have peak value

$$
\begin{equation*}
\left.I_{\mathrm{sc}}\right|_{\mathrm{pk}}=\mathrm{V}_{\mathrm{oc}} / Z_{\mathrm{in}}\left(\omega_{\mathrm{o}}\right) \tag{79}
\end{equation*}
$$

where $Z_{i n}\left(\omega_{0}\right)$ is real. Assuming that the relative error in the admittance $1 / Z_{\text {in }}\left(\omega_{o}\right)$ is $25 \%$, we find the relative error in the current $\left.I_{s c}\right|_{p k}$ to be

$$
\begin{align*}
\left\langle\tilde{x}_{I_{s c}^{2}}\right\rangle^{\frac{1}{2}} & =\left\{\left[1+(0.57)^{2}\right]\left[1+(0.25)^{2}\right]-1\right\}^{1 / 2} \\
& =0.64 \tag{80}
\end{align*}
$$

3.2.5.3 Satellite Cable-Bundle Induced Open-Circuit Voltage (cf. Sec. 3.2.4.2)

The open-circuit voltage developed between the shield and the internal conductors of the circumferential cable bundle shown in Fig. 42, due to electromagnetic penetrations of the vertical slot apertures in the satellite skin, is given in (66) of Sec. 3.2.4.2.

All quantities in (66) can presumably be determined exactly. The errors associated with that result arise, therefore, entirely from the modeling concept and the approximations used in its derivation. The principal assumptions used are that
(a) The short-circuit magnetic field on the outer surface of the satellite can be approximated by the incident magnetic field.
(b) The aperture penetrations can be treated as if the apertures were located in an infinite ground plane, rather than in the surface of a cylinder of finjte length.
(c) All the penetrant flux links the cable loop.

The first assumption is valid for a lons cylincer whose length greatly exceeds its diameter. The satellite is modeled as a cylinder whose l.ength and diameter are roughly equal; thus some error is introduced by assumption (a). This assumption leads to an underestimate of the true surface current density; the error could be as large as a factor of two.

Assumption (b) introduces error because the slots extend almost the entire length of the satelilte. The curvature effect is probably not an important source of error, by virtue of the results in Sec. 2.3.1.1.1. However, the fact that the slots are comparable in length to that of the cylinder tends to yield a low estimate of the penetrant flux. This may be partly compensated by assumption (c), which would overestimate the flux linkages of the cable bundle. Ii is suggested that an error of $\pm j d B$ be associated with assumptions (b) and (c). I'hus $V_{o c}$ as given in (66) probably contains a systematic error of a factor of roughly 1.5 (i.e., $V_{o c}$ as given in (66) is too low by a factor of 1.5) and an undetermined error of plus-or-minus a factor of 2 .
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[^0]:    *In this chapter $\vec{J}$ is used to denote the volume current density, whereas in all other chapters $\vec{J}$ denotes exclusively the surface current density.

[^1]:    *We leave it to the interested reader to generalize expressions (214) through (223) to the complex s-plan..

[^2]:    *While the problem of plane wave diffraction by a conical obstacle can be solved, no conventent form for the diffraction coefficient has as yet been developed.

[^3]:    If the incident field at $Q_{e}$ has a rapid spatial variation or $\vec{E}^{1}\left(Q_{e}, s\right)=0$, a second term must be added to $\vec{E}^{( }(\xi, s)$. This second term can be put into the ray optical form of (188) with

[^4]:    * In this chapter, frequency-domain relations are expressed in terms of real radian frequency $\omega$ (i.e., $s=j \omega$ ).

[^5]:    $\dagger^{y}$
    $X$ and $E$ are the complete elliptic incegrals of the sirst and second kind, $m=e^{2}$.

[^6]:    Notes: (i) $\Delta=$ gasket thickness; $\sigma=$ gasket conductivity.

[^7]:    Assumption: Same as the preceding case of two wires in a shield.
    $\Delta=\mathrm{a}_{11}\left(\mathrm{a}_{22} \mathrm{a}_{33}-\mathrm{a}_{23}^{2}\right)-\mathrm{a}_{12}\left(\mathrm{a}_{12^{\mathrm{a}}}{ }_{33} \mathrm{a}_{13} \mathrm{a}_{23}\right)+\mathrm{a}_{13}\left(\mathrm{a}_{12}{ }^{\mathrm{a}}{ }^{2} 3^{-\mathrm{a}} 22^{\mathrm{a}}{ }_{13}\right)$

    $$
    \begin{aligned}
    & a_{i i}=\ln \left(\frac{r_{s}^{2}-D_{i}^{2}}{r_{s} r_{i}}\right) \quad(i=1,2,3) \\
    & a_{i j}=\ln \sqrt{\frac{\left(D_{i} D_{i} / r_{s}\right)^{2}+r_{s}^{2}-2 D_{i} D_{j} \cos \theta_{i j}}{D_{i}^{2}+D_{j}^{2}-2 D_{i} D_{j} \cos \theta_{i j}}} \quad(i \neq j)
    \end{aligned}
    $$

